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ABSTRACT

The Effects of History on Organization Design
Marlo M. M. Raveendran

In this dissertation, I address the central question: how does the established 

structure of an organization affect both the process of choosing a new design, as well as 

the content of that new design? I shift the focus away from the traditional view on 

organization design decisions as working off a blank canvas, and consider how 

established social relationships and established structures affect the choices regarding 

the new designs. 

In chapter 2, I explore the organizational re-design decision theoretically. 

Building on the epistemic interdependence perspective, which I developed jointly  with 

Thorbjørn Knudsen and Phanish Puranam, I propose that history affects the designer’s 

process of task allocation, as well as his choice of new designs, and the implementation 

speed of new structures. In chapter 3, I examine the extent to which the process of 

division of labor is affected by the technological properties of the task in conjunction 

with individuals’ perception of the task decomposability and history in the behavioral 

laboratory. I find that task division is significantly affected by  the individuals’ 

perception of the task, and task allocation is altered in the presence of history. The 

technological property of the task has an important impact on both, the task division as 

well as the task allocation. In chapter 4, I examine the impact of prior structures on 

reorganization decisions at the macro-level, with data on the global cell phone 

manufacturing industry. I use the corporate-level reorganizations across the entire 

industry over 25 years to examine the impact of the established structural emphasis on 

subsequent re-design choices. I find that firms show a systematic tendency of reversal 

between different structural foci. In addition, the rate of reversals is significantly and 

asymmetrically affected by the organization’s current structural emphasis, which speaks 

to the question of the effect of history on the implementation speed of new structures.
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CHAPTER 1

Introduction
1.1 Background

Organization design refers to the choices about how the division of labor and 

the integration of effort are solved within the organization (Puranam, Raveendran, & 

Knudsen, 2012). These are choices regarding the task division and allocation, 

collocation, reporting and lateral relationships, standards, procedures, incentives, and 

information channels (March & Simon, 1958; Galbraith, 1973; Nalder & Tushman, 

1997), and can be mandated by  those with authority  or have emerged through selection. 

Organization design lies at the core of corporate strategy - the CEO of a multi-business 

corporation effectively competes with the fund manager holding stakes in a portfolio of 

companies. While the fund manager can only decide which business to hold equity  in, 

the CEO can reap synergies and gain real advantages by manipulating the way the 

corporation is structured. 

While we have strong foundations for the study of organization design (e.g. 

Barnard, 1938; March & Simon, 1958; Lawrence & Lorsch, 1967; Thompson, 1967; 

Galbraith 1973; Van de Ven, Delbeq, & Koenig, 1976; Mintzberg, 1979; Fligstein, 

1985), recent research on this topic in its own right has been rather sparse (as noted by 

several scholars, e.g. Dunbar & Starbuck, 2006; Miller, Greenwood, Prakash, 2009). 

Figure 1.1 reflects this observation, showing the percentage of articles that mentioned 

“organization* (design OR structure)” in the abstract or title (or both) in four of the top 

journals in the field of strategy 1 from 1970 to 2011 (summarized into 3-year windows).

This relative lack of interest in the topic of organization design seems 

unwarranted. In a time where competitiveness and adaptability of corporations is a 

common expectation, the study  of how organizations could be structured to address 
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those demands seems pivotal to achieving long-term sustainable growth and 

performance. We can build on strong foundations in this field to address questions of 

appropriate structural forms (Chandler, 1962; Fligstein, 1985; Williamson, 1975; David 

& Lawrence, 1977), triggers of structural change (Kimberly & Miles, 1980; Egelhoff, 

1982; Fligstein, 1985; Karim & Mitchell, 2000; Agarwal & Helfat, 2009) and obstacles 

to organizational renewal (Hannan & Freeman, 1984; Hannan, Polos, & Carroll, 2003). 

However, the fundamental impact that the established organizational structure has on 

the effectiveness of its current design and on the content and process of structural 

change going forward has received relatively  little attention. Instead, the questions of 

organization design have traditionally been approached from a blank canvas condition, 

assuming an unconstrained set of structural choices.

Specifically, the question of appropriate organization design has been 

addressed in depth by the contingency theory (Burns & Stalker, 1961; Lawrence & 

Lorsch, 1967; Thompson, 1967; Donaldson, 2001). At its core this theory proposes that 

“there is no one best way to organize; however, any way of organizing is not equally 

effective.” (Galbraith, 1973: 2); in other words, there may  be an efficiency  frontier of 

organizational forms. The fundamental focus in this stream of literature is on finding 

structural configurations that allow the organization to maximize performance. This is 

achieved when the organization’s structure fits with its contingency  factors, such as its 

strategy, the type of environment it faces, and its size (Burns & Stalker, 1961; Chandler, 

1961; Lawrence & Lorsch, 1967; Kimberly  & Miles, 1980). A set of structural variables 

is considered (e.g. the degree of centralization, span of control, and formalization) to 

determine which configuration of choices best suits a given set of contingencies. A new 
10



organization design is required if the contingency factors change, which results in a 

misfit  between the organization’s structure and those contingencies. However, the focus 

here is on aligning the internal structure with the external factors, disregarding the 

possible effects the established structure may have on the redesign decisions. Hence, a 

blank canvas is assumed for each reorganization.2

This traditional approach stands in stark contrast with reality. A CEO who 

decides to change the organizational structure faces a problem of re-design, where he or 

she has to work with (and can take advantage of) the organization’s current design with 

all the constraints and opportunities it offers. The established grouping structures, 

reporting and lateral relationships, standards, procedures, incentives, and information 

channels will have a strong impact on the feasible set of choices regarding the new 

structure. It is this influence of ‘history’ of the current organization structure on the 

effectiveness of new design choices that I focus on. 

1.2 Research Question

In this dissertation I examine the effects of history on organization design, 

specifically I address the central question: how does the established structure of an 

organization affect both the process of choosing a new design, as well as the content 

of that new design? I shift the focus away from the traditional view on organization 

design decisions as working off a blank canvas, and consider how established social 

relationships and established structures affect  the choices regarding the new designs. In 

order to shed light on the micro-level processes that  impact the individual decision-

maker as well as the macro-level effects at the organization-level, I use a multi-method 

approach, generating insights from the behavioral laboratory  as well as large-sample 

data analyses. 

Studying the impact of history  on organization design is important for the 

following reasons. First, it enhances our understanding of organization design choices 

and their determinants. I focus on the structure itself as an important factor that impacts 

design and re-design decisions and examine the way in which the established structure 

influences those re-design decisions. Second, a deeper understanding of the mechanisms 
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should help us build better prescriptive theory regarding the organization re-design 

choices. Third, by revisiting the micro-foundations of organization design, I contribute 

to updating our knowledge of the topic which is essential to progressing this central 

topic of corporate strategy to today’s business world.

1.3 Literature Review
Organization design is the attempt to solve the problems that result from the 

division of labor inside an organization. March and Simon (1958) describe the division 

of work  as “a problem of efficient allocation of activities among individuals and among 

organizational units” (1958: 179). By  dividing an overall task into a number of sub-

tasks and allocating those across various actors, two fundamental problems are created: 

interdependence between the divided tasks (and the actors those tasks are allocated to); 

and the need for integration of efforts in order to achieve the desired outcome (Smith, 

1776; Lawrence & Lorsch, 1967; Thompson, 1967). Lawrence and Lorsch define 

integration as “the quality  of the state of collaboration that exists among departments 

that are required to achieve unity  of effort by  the demands of the environment” (1967: 

pg.11). The purpose of organization design is to find effective solutions to these 

problems, by  implementing organizational units, reporting and lateral relationships, 

standards, procedures, incentives, and information channels (March & Simon, 1958; 

Galbraith, 1973; Nalder & Tushman, 1997). 

There are several factors at play that make this a non-trivial task:

- Actors are boundedly rational (Simon, 1945) and self-interested (Williamson, 1975), 

which imposes a natural limit on the number of actors that can be effectively grouped 

into one unit to achieve collaboration.

- Different divisions of labor generate different degrees of interdependence which will 

be more or less challenging to manage and integrate.

- By grouping actors into a number of different units that  focus on different aspects of  

the overall task, their task environments develop in distinct ways (differentiate) 

which makes integration of efforts across those units more challenging.

12



1.3.1 Micro-Foundations of Organization Design
Interdependence, Information Processing and Coordination Mechanisms

Taking the division of labor as given, the analysis of organization designs must 

build on a clear understanding of why certain patterns of interdependence are harder to 

organize around than others. The most influential answer to this question comes from 

Thompson’s work (1967) on interdependence in organizations. 

Thompson (1967) identified three kinds of task interdependence: pooled, 

sequential, and reciprocal. In pooled interdependence, each actor renders a discrete 

contribution to the organization and is, in turn, supported by the organization. However, 

individuals do not necessarily depend upon or support each other in the process. The 

whole is a simple aggregation of autonomously submitted parts. In sequential 

interdependence, the output of one actor represents the input of another in a serial 

fashion. Each actor must interact  closely with the ones that immediately precede and 

follow them in the orderly sequence of the work process. Finally, in reciprocal 

interdependence the output of one actor represents the input for another, and vice versa. 

Each actor must work with all the others to create a common product or service. 

According to Thomson (1967), pooled, sequential, and reciprocal interdependence 

constitute progressively higher degrees of task interdependence, and require 

increasingly  more sophisticated coordination mechanisms (see also Van de Ven, 

Delbecq, & Koenig, 1976; Nadler & Tushman, 1997). 

Given these different degrees of interdependence, the coordination mechanisms 

put in place to achieve the necessary integration of efforts vary (Galbraith, 1973). 

Pooled interdependence relies on work standardization, which involves establishing 

rules and routines in order to guide behavior towards outcomes that ensure consistency 

among those participating in the interdependent relationship. Sequential 

interdependence relies on planning, which involves establishing schedules to govern the 

relationship between interdependent units. March and Simon (1958) describe 

scheduling as the most common device for securing coordination among subprograms 

under the presence of a high degree of process specialization. “A schedule is simply  a 

plan, established in advance, that determines what tasks will be handled and when.” (pg.

182) According to the authors, “[t]he type of coordination (...) used in the organization 
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stable and predictable the situation, the greater the reliance on coordination by 

plan.” (pg. 182). Finally, reciprocal interdependence relies on mutual adjustment, which 

involves the exchange of information among interdependent actors, both vertically  and 

horizontally across the hierarchy. 

Just as pooled, sequential, and reciprocal denote increasingly  complex forms of 

task interdependence, standardization, planning, and mutual adjustment evidence 

increasingly  complex forms of coordination. As the direction and number of 

interdependent relationships increases, so does their complexity, and so does the need to 

deploy  coordination mechanisms that provide the appropriate levels of information-

processing, communication, and decision making. 

Building on Thompson’s (1967) seminal work, Galbraith (1973) elaborated on 

the link between information processing needs and coordination mechanisms by 

introducing the concept of task uncertainty as the “difference between the information 

required to perform a task and the information already possessed.” (1973: 5). He 

outlined that increasingly sophisticated coordination mechanisms are invoked by 

organizations that face increasing environmental uncertainty, and hence, increasing 

information processing requirements (Tushman & Nadler, 1978). If the environment is 

relatively certain, and thus agents encounter relatively routine situations, the 

organization can function quite effectively with established rules and programs. This 

coordination mechanism is equivalent to the one Thompson described in addressing 

sequential interdependence. 

However, the more task uncertainty the organization faces, the more exceptions 

need to be handled, which can only  be resolved by implementing hierarchical referral in 

addition to the rules and programs in place. According to Galbraith (1973), layers of 

hierarchy and the role of the manager are created to deal with exceptions that are not 

covered by the rules and programs set in place. When task uncertainty is too high to be 

dealt with by the rules and plans in place, employees can escalate their issues upwards 

where a higher level of overview and authority is available to solve the problem and 

pass on the decisions back to the employees. Note that this mechanism is distinct  from 

established plans and rules to the extent that the managers do not  follow such rules in 

solving the exceptions brought to their attention. March and Simon are careful in 

pointing out that programs are distinct from hierarchy: “Hierarchy  may be important in 
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establishing and legitimizing programs, but  the communication involved in the 

execution of highly programmed activities does not generally  follow the “line of 

command”” (1958: 182). Nevertheless, the underlying solution maintains that someone 

in the hierarchy  understands the problem sufficiently  to impose a clear solution to the 

problem.

If the organization faces a situation where more and more of those referrals are 

being escalated upwards through the hierarchy, Galbraith argues that a further 

mechanism is needed to prevent overload (1973). Goal setting, where the outputs but 

not the actions for each of the subdivisions is specified is a viable solution to reduce the 

number of upward referrals, while coping with increased task uncertainty. Galbraith 

describes goal setting as the organization effectively bringing “the points of decision 

down to the points of action where the information originates. This can be accomplished 

by increasing the amount of discretion exercised by employees at lower levels of the 

organization.” (pg.12) One solution is to increase the degree of professionalization of 

the organization. This implies the substitution of unskilled workers in places where the 

need for surveillance and supervision is great, with workers who work based on 

professional and craft standards, the assumption being that the latter workers will have 

“the appropriate skills and attitudes” (1973: 13) to make appropriate decisions. 

Professionalization is merely  the necessary condition; Galbraith points out that 

interdependence between sub-tasks might make local preferences inefficient  for the 

organization as a whole. “In order to deal with the problem, organizations undertake 

processes to set goals or targets to cover the primary interdependencies.” (pg.13) More 

broadly  defined, March and Simon (1958) referred to the latter mechanism as 

coordination by feedback, “To the extent that contingencies arise, not anticipated in the 

schedule, coordination requires communication to give notice of deviations from 

planned or predicted conditions, or to give instructions for changes in activity  to adjust 

to these deviations.” (pg. 182) The marked distinction between coordination by plans 

and coordination by feedback is that the former is based on pre-established schedules, 

whereas the latter “involves transmission of new information” (pg. 182). 

Overall, the seminal works in the organization design literature propose that the 

interdependence generated by the division of labor and task uncertainty can take on 

increasing degrees of complexity, which lead to increasing levels of information 
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processing needs, and therefore require increasingly complex coordination mechanisms. 

These coordination mechanisms of programming, hierarchy, and feedback can be 

interpreted as integration mechanisms that achieve linking between different 

organizational sub-units. As such, they  complement the organizational structure put in 

place to facilitate coordination.

The Effects of Organizational Structure

The most powerful integration mechanism at the designer’s disposal is the 

grouping of interdependent activities within the boundaries of the same organizational 

unit (Nadler & Tushman, 1997). Internal organizational boundaries create clear 

objectives (Simon, 1945; March & Simon, 1958), and as such facilitate collaboration 

between boundedly  rational actors by reducing system-level objectives to simpler sub-

system level objectives. By grouping highly interdependent actors into the same sub-

unit, internal organizational boundaries facilitate the creation of both coordination and 

cooperation. Collocation translates into more effective and efficient communication 

processes (Arrow, 1974; Allen, 1977; Camerer & Knez, 1996) which enhances 

knowledge exchange and the alignment of actions (coordination); while authority  is 

usually  centralized at the sub-unit level, facilitating the alignment of interest 

(cooperation) by imposing tighter controls, schedules, and incentive systems (Nadler & 

Tushman, 1997). 

While the grouping of employees into units facilitates within-unit 

collaboration, the integration of activities across those units is weaker by definition - in 

other words, “grouping decisions determine what the organization will be able to do 

well and deemphasize other work." (Nadler & Tushman, 1997: 73). In addition, the 

different task environments that each of the units is likely to face lead to their 

differentiation, which implies that  the “members of each unit would become specialists 

in dealing with their particular tasks. Both because of their prior education and 

experience and because of the nature of their task, they would develop specialized 

working styles and mental processes.” (Lawrence & Lorsch, 1967: 9). A high degree of 

differentiation in the organization - while beneficial for the activities within sub-units - 

makes the integration of actions and thus collaboration across units even more difficult. 
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1.3.2 Organization Design and History
Much of the literature on organization design rests on the premise that specific 

patterns of the division of labor give rise to specific patterns of interdependence, and 

that efficient organizational forms “solve” the problems of motivation and coordination 

that arise when integrating the efforts of interdependent  actors (March and Simon, 1958; 

Thompson, 1967; Lawrence and Lorsch, 1967). These questions are generally  addressed 

in a context that disregards the possible effects the established structure may  have on 

the redesign decisions. 

In contrast, other streams of literature examine the factors that facilitate or 

hinder effective organizational change at a macro-level, and highlight why organizations 

show strong inertial tendencies (while leaving the micro-foundational issues of the 

division of labor and integration aside). For instance, Miner, Amburgey and Stearns 

(1990) study the institutional drivers of organizational change among Finnish 

newspapers, while Delacroix and Swaminathan (1991) focus on the effect of market 

volatility on the rate of change. In these and other studies in this research stream, 

organizational change is conceptualized as necessary  and value enhancing, and 

organizations are assumed to be action-oriented (e.g. Haveman, 1993) - i.e. to monitor 

the environment in order to react to market opportunities. 

In contrast, population ecologists suggest that a firm’s inertial tendencies are 

beneficial rather than detrimental to its survival (Hannan & Freeman, 1977; 1984).  By 

maintaining the organizational core intact, the firm is able to build and maintain high 

levels of accountability and reliability, which improves its survival chances. In this 

stream of literature, changes in organizational form are achieved through a selection 

mechanism rather than adaptation. However, both these streams of literature are 

predominantly concerned with understanding the factors and (survival) consequences of 

organizational change, and leave the choice of the type of new structure largely 

unexplored. 

Another macro-level theory of organizational change places more emphasis on 

the types of organization design adopted. In particular, life-cycle theory  proposes that 

every  organization will adopt certain structural types as it grows in size and age. While 

a small firm does not require much formal structure, as it grows the control systems 
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in this literature has linked the adoption of the M-form to the natural development of 

organizational change as the firm grows and expands (Kimberly & Miles, 1980; Child 

& Kieser, 1981; Cafferata, 1982; Fligstein, 1985). The necessary increase in 

formalization of structure as a firm grows and expands is certainly  accurate; however, 

the closer mapping of organizational types to life-cycle stages as firms adopt more 

complex structure has found little empirical support (Barnett & Carroll, 1995).  

While academic research on organizational change exhibits a strong focus on 

the macro-level, research on the informal organization complements the organization 

design literature by focusing on the impact of individual relationships and networks on 

organizational performance and collaboration. The informal organization can be defined 

as the emergent patterns of interactions (Barnard, 1938; Roethlisberger & Dickson, 

1939). This literature highlights the role that social networks and norms have on firm 

performance and collaboration effectiveness, over and above the structure that is 

imposed on the organization from the top (for a review, see Smith-Doerr & Powell, 

2005). For example, Ibarra (1993) studied the link between innovation, power and 

networks. She found that  under certain circumstances, the informal structure becomes 

more important than the formal structure, based on power-attributes. Some studies in 

this domain have alluded to the link between formal and informal structure specifically; 

Hall (1991) pointed out that forms of informal organization such as coalitions “begin 

from the established organizational order and then become variations from that 

order.” (p.116). During the last few decades, several studies have shown that there is a 

strong interdependence between the formal and the informal organization, and various 

papers have investigated the influence the formal organization can have on the informal 

structure (e.g. Tichy, 1980; Shrader, Lincoln & Hoffman, 1989; Stevenson, 1990; 

Nickerson & Zenger, 2002; Gulati & Puranam, 2009). Ibarra (1992) shows empirically 

that a large overlap exists between the formal structure of authority and the informal 

network of communication and influence. This literature on the informal organization - 

while not answering the question about the process of choosing a new design as well as 

the content of that new design directly - constitutes an important  building block in 

furthering our understanding of the question addressed in this dissertation.
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1.3.3 Conclusions from Literature Review
Overall, the literature on organization design, change, and inertia provides  

insights into which organizational structures fit well with different contingency factors 

and why organizational change is challenging or even impossible. However, the 

different ways in which the established structures and interaction patterns between 

employee may affect the process of organizational change and the content of new 

design choices remains relatively unexplored; I build on the existing literature and 

extend the theory of organization design by exploring these aspects in greater detail.

1.4 Structure of Dissertation
In this dissertation I focus on how history - the established interaction patterns 

between employees and the given structure - influences the process of choosing a new 

design as well as the content of that new design. In order to shed greater light on this 

question, I develop theory that examines the effects of history on the effectiveness of 

new design decisions. Building on the conclusions from the theory developed in chapter 

2, I develop two empirical studies that  allow me to observe the process and content of 

re-design decisions explicitly; in a behavioral laboratory study, I examine the process of 

change, and a large-sample analysis provides insights into the content of change. Below, 

I provide a brief overview of each chapter.

In chapter 2, I explore the organizational re-design decision theoretically. I 

establish that the organization design choices of a designer are fundamentally different 

in a new system (in which neither the agents nor the designer have any knowledge of 

anyone else in the system) compared to a system with history  (in which the designer and 

the agents have worked with each other before), which depends on both, the designer’s 

as well as the employees’ knowledge repositories.

In chapter 3, I examine the process of re-design in detail. In particular, I set up 

a laboratory study in which I observe a group’s choices about the division of labor of a 

task and how those choices differ if (1) they have never worked together before, and (2) 

they have previously worked together on a similar task. 

 In chapter 4, I study how established corporate structures affect the content 

and timing of redesign decisions at the macro-level. I test my arguments on a large-

sample data set of the corporate reorganizations in the cell phone manufacturing 
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industry. I gather data on each of the 34 firms over the life-span of the industry, from 

1983 to 2008. This setup allows me to observe content  changes and the impact of prior 

structures on new design choices over an extended period of time.

In chapter 5 I draw conclusions from the empirical studies on our 

understanding of the impact of history on organization design.
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CHAPTER 2

The Effects of History on Organization Design:
 An Epistemic Interdependence Perspective

The theory developed in this chapter is based on joint work with Thorbjørn 

Knudsen and Phanish Puranam which has been published in the Academy of 

Management Review under the title “Organization Design: The Epistemic 

Interdependence Perspective”, Vol. 37, Issue 3, pp. 419-440. Sections 2.2, 2.3, and 2.4 

are largely reproduced from the paper. The notation used in section 2.5 builds on the 

work presented in the Technical Appendix in the same publication. The conceptual 

nature of the work for this project makes it impossible to pinpoint exact contributions 

by each of the authors. While the theory was developed jointly, I conducted most of the 

literature review by myself.

2.1 Introduction
An extensive literature treats the design of organizations specifically  as a 

means to meet the information processing requirements generated by individuals and 

groupings of individuals undertaking interdependent activities (e.g. Simon, 1945; March 

& Simon, 1958; Thompson, 1967;  Van de Ven, Delbeq, & Koenig, 1976; Tushman & 

Nadler, 1978; Galbraith, 1973, 1977; Burton & Obel, 1984b). Rooted in the notion of 

bounded rationality (Simon, 1945), this perspective frames organizations as systems of 

coordinated activity, and focuses on the costly information processing required to 

coordinate activities under uncertainty (Galbraith, 1973). This entails “communication 

and decision making” (Thompson, 1967: 57) as well as the “gathering, interpreting and 

synthesis of information in the context of organizational decision making” (Tushman & 

Nadler, 1978: 614). 

The premise that the degree of task interdependence fully determines the  

required level of costly information processing activities holds true under the central 
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assumption that task interdependence is not affected by the system it  resides in, i.e. it is 

exogenously  given (Thompson, 1967). In this chapter I highlight that a more careful 

distinction between task interdependence and agent interdependence, as well as the 

consideration of other design choices significantly affects the degree of information 

processing required, and the choice of organization design. Specifically, the theoretical 

arguments build on one central insight: interdependence between tasks need not imply 

interdependence between the agents performing these tasks; and interdependence 

between agents in turn does not imply  a need for information processing between them. 

This implies that the designer of the system has more than one lever at his or her 

disposal to alter the design in order to minimize (cognitively) expensive information 

processing activities between the agents. One of these levers is the established patterns 

of interaction between agents which significantly impacts the set of feasible design 

choices. 

In the following sections I outline the Epistemic Interdependence theory  I 

jointly developed with Thorbjørn Knudsen and Phanish Puranam. Subsequently, I draw 

implications of that theory on the effects of history on organization design. 

2.2 Prior Conceptualizations of the Links Between 
Interdependence and Information Processing

I take as uncontroversial the central premise in the prior literature that modes 

of organizing differ in their capacities to process information, as this defines the 

information processing perspective on organization design (e.g. Simon, 1945; March & 

Simon, 1958; Thompson, 1967; Galbraith, 1977; Tushman & Nadler, 1978). Rather, the 

suggested refinement focuses on the link between interdependence and information 

processing. This link is treated explicitly in a number of papers on the theory of 

organization design, but a key limitation is that interdependence between tasks is 

typically treated as synonymous with (or as fully  determining) the need for information 

processing between agents performing the tasks.

I take a “task” as the fundamental unit of analysis. It may be thought of as a 

production technology - it is a transformation of inputs into outputs in a finite time 

period. For the purpose of this analysis, it  can also be thought of as an action or a choice 

to be made by an agent. Since tasks have inputs and outputs, they have an associated 
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value (determined by the difference between the benefits of the outputs and the cost of 

the inputs - as seen by the designer of the system). Whether the task is a design task or a 

production task will not influence the rest of this discussion (see also Ethiraj & 

Levinthal, 2004a, b), though I am mindful that there are qualitative empirical 

differences between them (Baldwin & Clark, 2000). 

Task Interdependence1  - Two tasks are interdependent when the value 

generated from performing each is different when the other task is performed versus 

when it is not. The tasks are independent if the value to performing each is the same 

whether the other task is performed or not. As a consequence the combined value 

created when independent tasks are performed is the same as the sum of the values 

created by performing each task alone (e.g. pooled interdependence in Thompson, 1967, 

where each task makes a discrete contribution to the whole). 

This definition encompasses a range of prior conceptualizations of task 

interdependence. For instance, tasks can be jointly dependent  on the same limited inputs 

(e.g. Burton & Obel, 1984b; Malone & Crowston, 1994). In this case, performing each 

task alone will result in different levels of consumption of the input (and therefore 

output and value) than performing both tasks (economies of scope display this 

property). Tasks can also be interdependent with respect to their outputs - which may be 

complements or substitutes (Milgrom & Roberts, 1995). By definition, the existence of 

complementarity  or substitution relationships between the outputs implies that 

performing each task alone will result in different values for each than when performing 

both tasks. Such complementarity/substitution relationships are explicitly modeled in 

super- (or sub-) modular production functions (e.g. Milgrom & Roberts, 1990). They are 

implicit as epistatic interactions in fitness landscapes (e.g. Levinthal, 1997) and 

dependencies between (design) tasks in (Design) Task Structure Matrices (Steward, 

1981; Eppinger, 1991; Baldwin & Clark, 2000). 

Finally, task 1’s output may  form the input to task 2 (e.g. sequential and 

reciprocal interdependence in Thompson, 1967). In this case, task 2 will be 

asymmetrically interdependent with task 1, but the converse need not be true (it will 

depend on whether the value of task 1 changes with the performance of task 2 or not). 
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Thus, different kinds of interdependencies between tasks can be represented analytically 

in terms of the different ways that each task’s inputs and outputs enter a combined value 

function, but the defining feature of interdependence between two tasks is that  the value 

of performing one task is different when the other task is performed. 

Agent Interdependence - In contrast to task interdependence, interdependence 

between agents has the following general form: given an allocation of tasks to agents A 

and B, there is asymmetric interdependence of A on B if the reward to A from A’s 

actions depends on the actions taken by B but B's reward does not depend on A's 

actions. Symmetric interdependence exists when the reward to A from A’s actions 

depends on B’s actions and vice versa. This conceptualization appears explicitly in the 

analysis of reward interdependence (Kelley & Thibaut, 1978), power (Emerson, 1962; 

Pfeffer & Salancik, 1978) and in game theory in general (e.g. von Neuman & 

Morgenstern, 1944). 

Notwithstanding this conceptual distinction between inter-task and inter-agent 

interdependence, the two are typically treated synonymously  in the information 

processing literature on organization design (Thompson, 1967; Mohr, 1971; Van de Ven 

et al., 1976; McCann & Ferry, 1979). Other approaches, which model task 

interdependencies as constraints in linear programs (e.g. Burton & Obel, 1984b) or 

through Design Structure Matrices (e.g. Baldwin & Clark, 2000) distinguish 

conceptually between task and agent interdependencies, but assume these are 

isomorphic. This assumption is valid only for a fairly specific set of circumstances as 

shown below. 

2.2.1 Decoupling Task from Agent Interdependence

Before I analyze when interdependence results in greater information 

processing needs, let us consider the relationship  between agent and task 

interdependence more closely. Since ultimately  it  is agents, not tasks, who process 

information, it is useful to ask whether interdependence between tasks implies 

interdependence between the agents performing the tasks. Two examples suffice to 

show that interdependence between tasks is neither necessary nor sufficient for 

interdependence between agents to exist. Consider an allocation of tasks 1 and 2 to 

agents A and B: 
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First, let us consider the case when the tasks are independent  - the value of 

each task is the same, whether the other is also performed or not. Drawing on an 

example with an illustrious heritage (Smith, 1776), imagine A and B must each make 

100 pins (i.e. no specialization) in a pin factory. The value of 200 pins to the factory 

owner (presumed to be the designer of this system) is no different from the sum of the 

value of 100 + 100 pins. Assume however that each agent is paid their daily wage only 

if both tasks are performed - i.e. if the owner sees 200 pins produced by  the end of the 

day. Then, for each agent, the reward for their efforts to meet  their individual target of 

100 pins depends on the other’s efforts, because A may still get no wages despite 

producing 100 pins if B fails to do so, and vice versa. In this situation, by definition, 

there is interdependence between the agents. They will need to observe each other's 

progress and communicate -process information- in order to minimize the dangers of 

putting in efforts but failing to receive any rewards, even though each agent's 

production of pins (the task) is independent of the other's. Thus task interdependence is 

not necessary for interdependence between agents to exist. Reward interdependence is 

sufficient. 

Next consider the case where the tasks are interdependent. With specialization 

in the pin factory, A now makes 300 pin heads and B makes 300 pin tails, which can be 

soldered together to produce 300 pins by  the end of the day. The tasks are 

interdependent, because 300 pin heads alone or 300 pin tails alone are worthless, 

whereas 300 pins are worth something to the factory owner. Assume however that the 

factory owner agrees to pay  each worker their daily wage as long as he is satisfied that 

each has produced 300 heads and 300 tails, respectively. Then for each agent the reward 

to their efforts to meet their individual target of 300 heads or tails does not depend on 

the other’s efforts, because A will still get her wages as long as she produces 300 heads, 

even if B fails to produce a single tail. In this situation, by definition, there is no 

interdependence between the agents. They have no need to observe each other’s 

progress or communicate and can in fact work in ignorance of the very existence of the 

other. Therefore task interdependence is not sufficient for interdependence between 

agents to exist. 

For an example of the decoupling between task and agent interdependence in a 

less stylized setting, consider the cell phone industry.  For the case of independent tasks 
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and interdependent  units, assume that unit A is the division responsible for developing a 

cell phone's hardware components and unit B develops the operating system (OS). 

While the two unit  managers could be rewarded primarily on the firm's overall sales, 

their individual non-specialized products can be sold on separate external markets. For 

example, the hardware unit could sell the phones using a competitor's operating system  

(e.g. Nokia selling its smart phones with Microsoft's Windows Phone 7 OS) and the 

software unit could offer their product to other cell-phone manufacturers (e.g. Nokia's 

Symbian OS runs on some Sony Ericsson phones). While the handsets and the operating 

system will be compatible (Nokia's basic models run the Symbian OS), the tasks of 

producing each are independent to the extent that the sum of the products' value in the 

external market is identical to the value generated from selling them as a bundle (this 

assumption is reasonable as historically, Symbian was developed through a partnership 

between different cell phone manufacturers and is thus not a native Nokia product). 

On the other hand, Apple Inc. and Research in Motion (RIM) are examples of 

cell phone manufacturers whose hardware and software units face interdependent tasks - 

the iPhone is only sold with iOS (Apple's cell phone OS) and all BlackBerries run 

BlackBerry OS (RIM's OS), and in neither case are the handsets or the OS sold 

separately  in the external market. While this conforms to the definition of 

interdependent tasks (their joint value is different from the sum of the separate output 

values because of co-specialization), the unit-heads of the two units creating these 

products could in theory  be independent, if they  are rewarded primarily on some 

measure of their own unit's performance that does not depend on the other units 

behavior (Argyres, 1995); for instance on design quality  of handsets for the hardware 

unit, and total number of 'bugs' (or rather lack thereof) for the software unit. (If such 

measures cannot be found, then de facto they are interdependent.)

Thus, task interdependence is neither necessary nor sufficient to produce 

interdependence between the agents performing the tasks. Rather, interdependence 

between agents depends entirely on a key feature of their reward structure - incentive 

breadth. This refers to the level of aggregation at which an agent’s actions (or their 

results) are measured and rewarded. In the case of two agents, narrow incentives 

correspond to the reward of individual actions or their results in a manner that makes 

them independent of the other agent’s actions. For instance in the specialized pin factory 
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example, when each worker is paid as long as she produces her 300 heads or 300 tails 

respectively, the workers face a narrow incentive structure. Broad incentives correspond 

to the reward of individual actions or their results in a manner that makes them at least 

partly dependent on the other agent’s actions. If one of the workers in the example 

above was paid only  on delivering 300 complete pins made by  assembling the heads she 

makes with the tails the other worker makes, she is in effect facing broad incentives. If 

both are paid their wages only  on delivery of 300 complete pins, both face broad 

incentives (Kretschmer & Puranam, 2008).

 Agents are interdependent when they  face broad incentives, but are 

independent when they face narrow incentives. Put differently, interdependence 

between tasks is assessed by examining the value function representing the combined 

system of tasks, while interdependence between agents depends on the reward function 

of the agents. Since in general these will not be identical, there will be a corresponding 

divergence between task and agent interdependence.2

Once we acknowledge that interdependence between tasks and agents are 

orthogonal constructs, the efforts in the classical literature to link task interdependence 

to the need for information processing between agents (e.g. Thompson, 1967) appear 

puzzling, unless a broad incentive structure was implicitly assumed. However, even this 

assumption cannot have been universal: Consider the case of pooled task 

interdependence, which involves a situation where each action makes an independent 

contribution to the whole (Thompson, 1967). Yet, the agents performing these tasks will 

be interdependent if they face broad incentives. To make pooled interdependence 

correspond to a situation where minimal or no information processing were required 

between the agents, we would need to assume a narrow incentive structure. 

2.2.2 From Agent Interdependence to Information Processing

Even with appropriate assumptions about the incentive structure, knowing the 

nature of task and agent interdependence is still insufficient to precisely specify whether 

information processing will be necessary between agents. For instance, the most 

significant stream of work in information processing and organization design has relied 
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on the directionality of workflows between tasks to understand implications for 

information processing among agents (Thompson, 1967; Van de Ven et al., 1976; 

McCann & Ferry, 1979). It  is easy  to show that the direction of information flow 

between agents needed to coordinate activities does not necessarily correspond to the 

direction of workflow. For example, if A and B were a biotechnology  and 

pharmaceutical company forming a Joint Venture, where A specialized in research while 

B specialized in development and distribution and they formed a profit sharing 

agreement, A would require information from B to produce a drug that fits into B's 

product portfolio. On the other hand, B could wait  for the finished product before she 

starts her development and distribution efforts. Thus while A and B are interdependent, 

A needs to process information about  B but not vice versa, even though B’s task is 

dependent on A’s for inputs, and both agents are interdependent with each other because 

of the incentive structure. 

This asymmetric pattern of information processing requirements does not arise 

from the pattern of task interdependence per se but rather depends on the sequence of 

actions. Assume that A and B are two teams of consultants in a consulting company that 

are working for the same client; team A is tasked to design a more effective 

organizational structure while team B is asked to rebrand the logo for the client. While 

the tasks are independent, each team may only  be paid the annual bonus if both teams 

deliver projects that satisfy the client. Assume team A finishes first. Given the reward 

dependence between the teams, team A will not want to expend a lot  of (fruitless) effort 

if team B ends up  doing a sub-standard job - thus, team A needs to choose its effort level 

based on its expectation – which may be formed through communication and 

information processing - of whether team B will put in more or less effort.

These examples illustrate that in a dyad of interdependent agents, whether 

information processing is necessary and by whom depends on scheduling - the sequence 

of actions; interdependence between agents is not sufficient to create a need for 

information processing between them. To be precise, what matters for information 

processing is whether the agents act before or after knowing the other’s actions, not on 

chronological time per se. In the consulting company example above, if the client's 

reactions are not widely  known, team B may still need to engage in information 
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processing to learn how team A did in order to assess if they should put in a lot of effort 

themselves, even if team A’s project is complete.

It is of course well known that the timing of actions has critical implications 

for how easy or difficult it is for agents to coordinate their actions (Schelling, 1960). 

Van de Ven et al. recognized this when they  added team interdependence, which exists 

when “there is no measurable temporal lapse in the flow of work between unit 

members” (1976: 325) to the top of Thompson’s Guttman scale featuring pooled, 

sequential and reciprocal interdependence. However, by combining these onto a 

common scale, they  effectively treated inter-agent and inter-task interdependencies as 

equivalent. 

In sum, I have shown that i) task interdependence is neither necessary nor 

sufficient for interdependence between the agents performing the tasks, and ii) 

interdependence between agents is necessary  but not sufficient to create a need for 

information processing between them. Neither conception of interdependence, 

individually or jointly, is sufficient to understand information processing requirements 

for a given allocation of tasks among agents. In the following section I argue that 

information processing will be primarily necessary in the presence of coordination 

problems between agents, for which the scheduling of tasks plays a critical role. Given 

that neither conception of interdependence discussed above results in such coordination 

problems per se, I identify and define a third kind of interdependence that  gives rise to 

coordination problems and requires information processing activities to be solved.   

2.3 Epistemic Interdependence and Information Processing

The classical literature on organization design has emphasized that information 

processing activities help to coordinate the activities of agents in organizations (e.g. 

Simon, 1945; March & Simon, 1958; Thompson, 1967; Galbraith, 1977; Tushman & 

Nadler, 1978). Coordination problems have of course been extensively studied across a 

range of social sciences, and not only  in the field of organization design. Coordination 

failures occur when interacting individuals are unable to anticipate each other’s actions 

and adjust their own accordingly. Coordination failures are manifested as delay, 

misunderstanding, poor synchronization, and ineffective communication. These ideas 

are well entrenched in game theory  (Schelling, 1960), linguistics (Clark, 1996), social 
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psychology (Heath & Staudenmayer, 2000) and organization theory (March & Simon, 

1958; Weick, 1993). In contrast, cooperation failures occur when interdependent 

individuals are not motivated to achieve the optimal collective outcome because of 

conflicting incentives. Coordination failures can occur quite independently of 

cooperation failures – even when incentives are fully aligned (Simon, 1945; March & 

Simon, 1958; Schelling, 1960; Grant, 1996; Holmstrom & Roberts, 1998; Heath & 

Staudenmayer, 2000; Camerer, 2003). 

For us to understand the need for information processing neither task nor agent 

interdependence (individually  or jointly) suffices, as shown in the preceding section. I 

therefore introduce a new conceptualization of interdependence that helps to precisely 

identify the need for information processing between agents. This conceptualization has 

three key elements:

1. For two agents A and B, if the optimal action of each agent depends on a 

prediction of what the other agent will do, there is epistemic interdependence 

between them. 

2. Given epistemic interdependence, for the agents to coordinate their actions 

requires predictive knowledge. A’s predictive knowledge about B enables A to 

act as if he could accurately predict B’s actions. 

3. Predictive knowledge can be formed through information processing activities- 

communication, mutual observation, learning and (joint) decision making by 

the agents.

The construct of epistemic interdependence is valuable because it  allows us to 

see what is common to all coordination problems, irrespective of their surface 

dissimilarities. The potential for a coordination problem to arise between two agents 

exists if at least one of the agents requires predictive knowledge about the other. A 

coordination failure is thus a failure to predict the actions of another in situations where 

such a prediction is essential for optimal action by oneself. In other words, a 

coordination failure occurs when there is epistemic interdependence but the agent(s) do 

not hold the necessary predictive knowledge. The agents may possess incomplete or 

imperfect predictive knowledge so that coordination can be less likely, but not 

necessarily impossible.  
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Predictive knowledge and how it is formed is theoretically  interesting only 

because of bounded rationality - an important assumption in this theory. If agents (and 

the designer) were omniscient, coordination problems would be trivial. Both epistemic 

interdependence as well as the need for predictive knowledge are the consequences in 

reality  (visible to us, as the modelers) of the choices and actions of the designer and the 

agents, based on their imperfect knowledge. This analytical approach is identical to that 

employed in other models of organizations featuring boundedly rational agents – 

adaptation on rugged landscapes (Levinthal, 1997), exploration-exploitation trade-offs 

(March 1991), and opportunity identification problems (Davis, Eisenhardt, & Bingham, 

2009).  In each case, the agents in the model take actions in an environment they do not 

fully  understand or have an imperfect representation of, but both the consequences of 

the actions and the agent’s environment are of course understood by the modeler who 

constructed it.  

The need to predict, rather than the ability to observe another’s action can arise 

either because of sequencing (the other party has not  acted yet, or is acting 

simultaneously  with one’s own actions) or because of communication and information 

transmission constraints (which prevents one agent from learning how the other has 

acted). While the former is salient in empirical accounts of coordination in “real time” 

settings (surgical teams, fire-fighters - Edmondson, Dillion, & Roloff 2007; Weick, 

1993), the latter is more often highlighted in descriptions of “realistic time” settings 

(new product development, strategic alliances, post merger integration - Gulati & Singh, 

1998; Puranam, Singh, Chaudhuri, 2009). Communication itself can be seen as a 

coordination problem, as indeed the modern view of linguistics does: when 

communicating, I need to predict which among several possible meanings you chose to 

attach to the words you used (e.g. Clark, 1996). 

The phrase “as if” is important in the definition of predictive knowledge, 

because I intend to define it broadly enough to accommodate situations ranging from 

one in which A acts on the basis of a carefully reasoned prediction about B’s actions, as 

well as those in which through mutual adaptation, A and B have learnt to act  as if they 

are predicting each other’s actions successfully  (e.g. in the case of inter-personal 

routines as shown  by Cohen & Bacdayan, 1994). Predictive knowledge can be formed 

in a wide variety  of ways - through direct communication, reliance on signals, mutual 
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adjustment to feedback on joint outcomes - all of which constitute information 

processing activities.

To illustrate epistemic interdependence and predictive knowledge, consider 

again the unspecialized pin factory  in which A and B have to produce 100 pins each, but 

will only  get paid if both agents finish their orders; here, the tasks are independent, but 

the agents are interdependent to the extent that they  face broad incentives. Now, 

regardless of whether A and B produce the pins at the same time or sequentially, as long 

as B does not learn A's output before A finishes her day's work, the scheduling is 

effectively simultaneous and the agents have to act based on their estimates of the other 

agent's productivity. Thus there is epistemic interdependence between them and they 

need to make their decisions on whether to produce their own 100 pins based on their 

predictive knowledge about the other agent's likelihood of finishing their 100 pins. This 

need to predict  the other agent's output is rooted in their aim to increase their individual 

rewards. Predictive knowledge in this case can be formed by information processing 

activities, such as periodic communication regarding each other's progress (in the case 

of simultaneous actions), or by mutual observations, or on the basis of past experience. 

Applied to the consulting firm example above, if team B does not observe the 

outcome of team A's restructuring efforts before it engages in the design of the new 

logo, team B will need to engage in information processing, anticipating what level of 

effort team A is most likely  to put in, while A needs to anticipate B's efforts. Note that 

this example also points to the relative ease of generating the necessary predictive 

knowledge: if both teams are employed by McKinsey & Co., their information 

processing requirements may be relatively  lower compared to a collaboration between 

team A from McKinsey and team B from Boston Consulting Group.

Thus, epistemic interdependence helps to precisely identify  the circumstances 

when information processing is necessary between agents in order to form predictive 

knowledge. This construct is theoretically  necessary because neither task nor agent 

interdependence suffice to explain when information processing is necessary between 

agents. The first proposition therefore helps to sharply  distinguish epistemic 

interdependence between agents from interdependence between tasks. 

32



Proposition 1: In a dyad, epistemic interdependence between 

agents will exist if 1) at least one agent faces broad incentives and 

2) the same agent is scheduled to act before knowing the action of 

the other.   

Proposition 1 follows automatically from the definition of epistemic 

interdependence. In a dyad, there is by definition epistemic interdependence if one 

agent’s optimal action depends on a prediction of the action of another. This situation 

holds when both the conditions in Proposition 1 are met. In contrast consider the case 

when either condition is not met. If condition 2 holds but neither agent faces broad 

incentives, then the rewards to each agent’s actions are independent of the other’s 

actions; if condition 1 holds but neither agent acts before knowing (or inferring) the 

actions of the other, then no prediction is necessary. In this case, there may still be 

interdependence between agents in the sense that the value of one agent’s actions 

depends on the other’s action, but there is no epistemic interdependence, and no 

particular implications for information processing. Thus both conditions are 

independently necessary  and jointly sufficient to create epistemic interdependence and 

the need for information processing between agents. Proposition 1 also highlights that 

neither the broad incentives created by  reward interdependence (e.g. Kelley & Thibaut, 

1978), nor the need for simultaneous actions (i.e. each agent acts before the other’s 

actions are known) generated by  bi-directional workflows (e.g. Thompson, 1967) are 

individually sufficient to create epistemic interdependence and the need for information 

processing between agents. 

It also follows from Proposition 1 that  the patterns of task interdependence and 

epistemic interdependence between agents are identical only  in some special cases - 

more generally the two cannot be assumed to be isomorphic. Trivially, they  will be 

identical if there is no interdependence between tasks or agents, or if task 

interdependence and epistemic interdependence are both symmetric. However 

isomorphism is not guaranteed in cases of asymmetry. Suppose that  in a dyad of agents 

A and B performing tasks 1 and 2, only  task 2 is dependent on task 1 but not vice versa, 

i.e. the output of task 1 (which has independent value) is a necessary input to task 2. For 

isomorphism to hold, B must then be epistemically interdependent with A but not vice 
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versa. This implies that (i) B must face broad incentives and be scheduled to act before 

knowing A’s actions, and (ii) A must either face narrow incentives, or be scheduled to 

act after knowing B’s action or both (Proposition 1). 

2.4 Interdependence, Information Processing, and Organization 
Design

Having established the need for the epistemic interdependence construct and 

defined it, I use it to revisit  the basic theoretical links between interdependence, 

information processing and the design of organizations. Influential contributions by 

Galbraith and Tushman defined the mapping from increasing levels of interdependence, 

the resulting task uncertainty and the need for information processing activities 

(Galbraith, 1973; Tushman & Nadler, 1978). In particular Galbraith elaborated on the 

concept of task uncertainty as the “difference between the information required to 

perform a task and the information already  possessed” (1973: 5), while Tushman and 

Nadler’s work linked the complexity of tasks as well as the variability of the 

environment within which the tasks were performed to the extent of task uncertainty - 

and therefore to the extent of information processing required.

Consistent with these prior approaches, I argue that an organization designer 

has two basic approaches to ensuring successful coordination among the agents in the 

system he is designing - he can act  either to modify epistemic interdependence between 

agents, or enable the formation of predictive knowledge between them through 

information processing (or both).

2.4.1 How Epistemic Interdependence Can Be Modified 
Organization designers (those individuals explicitly  tasked with the goal of 

improving the performance of the organization) can manipulate epistemic 

interdependence between agents by varying scheduling and incentive breadth. A 

designer may be able to convert a simultaneous action schedule into a sequential action 

schedule, through the use of buffers and inventories (Malone & Crowston, 1994). 

Further, through superior measurement systems (Zenger & Hesterly, 1997), or the 

specification of interfaces and design rules (Baldwin & Clark, 2000) a broad 

measurement situation can be transformed into a narrow measurement situation. 
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Beginning from a situation of broad incentives and simultaneous action, these changes 

can lead to lower levels of epistemic interdependence (see Proposition 1). 

Even if the designer could not measure actions or outputs narrowly or sequence 

actions, she can choose to allocate those tasks that would generate high epistemic 

interdependence between different agents, as clusters of tasks to individual agents. This 

allows the designer to create lower levels of epistemic interdependence, possibly at the 

cost of raising the task and cognitive burden of individual agents (Baldwin & Clark, 

2000). 

These variations in the ability  to adjust epistemic interdependence due to 

variations in task allocation, scheduling and incentive breadth partly  reflect differences 

in architectural knowledge (Henderson & Clark, 1990; von Hippel, 1990; Baldwin & 

Clark, 2000) across organization designers. Colfer and Baldwin define architectural 

knowledge as “knowledge about the components of a complex system and how they are 

related” (2010: 2), a definition that builds on Henderson and Clark’s (1990) notion of 

“knowledge about the ways in which the components are integrated and linked together 

into a coherent whole” (1990: 2). Limited architectural knowledge implies limited 

comprehension of the task structure - the designer’s beliefs can be more coarse-grained 

than reality (the designer only sees more aggregate clusters of tasks than exist in 

reality), incomplete (the designer fails to perceive the existence of certain tasks in the 

task structure) or simply wrong (the designer sees a spurious set of tasks). In turn this 

limits the ability of the designer to allocate, schedule, and reward task performance in a 

manner that minimizes epistemic interdependence. I formalize this potential 

consequence of architectural knowledge as follows:

Proposition 2: The greater the architectural knowledge of the 

organization designer, the lower the epistemic interdependence 

between agents can be. 

Since an ability  to effectively replace broad with narrow incentives is also a 

result of architectural knowledge, Proposition 2 holds for interdependence between 

agents in general, and not only for epistemic interdependence, so that  linkages between 

the pattern of task and agent interdependence in general are likely to be weaker when 
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the designer’s architectural knowledge is great. In particular, this proposition explains 

why (epistemic) interdependence between agents may be adjustable for an 

architecturally knowledgeable designer, even when interdependence between tasks is 

not. For instance Levinthal and Warglien (1999) discuss how the designer could 

transform a complex task-interdependence-landscape into a less-rugged one by 

imposing a smoother agent-interdependence-landscape. 

However, as outlined in Perrow's (1984) work on complex systems as well as 

Turner's (1976) exposition of organizational and individual failure, architectural 

knowledge may by no means be common or complete. 'Normal' accidents occur 

precisely because the designer or the agents do not possess sufficient  architectural or 

predictive knowledge to conceive of all possible contingencies. Similarly, reducing 

epistemic interdependence does not assume that the remaining necessary predictive 

knowledge is widespread or perfect. This is why Proposition 2 only states that 

architectural knowledge can be used to lower epistemic interdependence if it exists.

2.4.2 How Predictive Knowledge Can Be Formed

A basic tenet of the classical information processing theory of organization 

design is that modes of organizing differ in their information processing capacities 

(Galbraith, 1973; Thompson, 1967; Tushman & Nadler, 1978). Consistent with this, I 

believe it is useful to think of formal organizational structure as a set of prescribed 

arrangements that shape the efficiency with which information processing activities by 

agents help to meet predictive knowledge requirements (or equivalently, how effective a 

given amount of information processing activity is in generating predictive knowledge). 

Choices about organizational structure influence who interacts with whom, as well as 

the knowledge and skills of the interacting individuals - and therefore enable the 

formation of predictive knowledge.  

To illustrate, consider two fundamental features of any organizational structure 

- grouping and linking arrangements (March & Simon, 1958; Chandler, 1962; 

Mintzberg, 1979; Nadler & Tushman, 1997). Grouping or departmentalization is a 

primary means by which the efficiency of intra-group interactions can be enhanced at 

the expense of the efficiency of inter-group interactions. The efficiency of predictive 

knowledge formation through information processing in a group can be enhanced by 
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reducing the size and heterogeneity of the group, because communication and 

coordination quality  declines with group size and heterogeneity  (Camerer & Knez, 

1996; Heath & Staudenmayer, 2000). When groups are collocated, the interaction media 

is effectively  quite rich (Daft & Lengel, 1986). Partitioning an organization into sub-

groups (units, divisions, departments) is thus a means to enhance the efficiency of 

information processing activity, and enables the more rapid formation of predictive 

knowledge within those groups.

However, precisely because the efficiency of intra-group information 

processing declines with group size, not all interdependent agents can be accommodated 

within the same group. This means that inevitably some arrangements will be needed to 

manage predictive knowledge requirements across groups. Scholars have proposed that 

linking mechanisms such as liaison roles, committees, task forces and integrators fulfill 

this function (Mintzberg, 1979; Nadler & Tushman, 1997). Decisions about grouping 

units together within common organizational boundaries are different from, and precede 

in order and importance, non-discrete decisions about the use of “linking” mechanisms 

between organizational units (Thompson, 1967; Galbraith, 1977; Nadler & Tushman, 

1997) - as Nadler and Tushman put it, "The grouping decision made at the top of the 

organization dictate the basic framework within which all other organizational design 

decisions [including linking decisions] are made. (...) In short, grouping decisions 

determine what the organization will be able to do well and deemphasize other 

work." (1997: 73)"

Thus, the organizational structure shapes the formation of predictive 

knowledge by prioritizing certain interactions among agents at the expense of others, 

which is why differences in formal structure matter. I formalize this as follows:

Proposition 3: Formal organizational structures prioritize the 

formation of predictive knowledge among some agents by 

emphasizing information processing interactions between them, 

over interactions with other agents.
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2.4.3 Organization Design as the Pursuit of Integration
To make explicit the central normative claim of the information processing 

literature, the goal of an organization designer may be viewed as enhancing gains from 

coordination despite the information processing constraints of individuals and the 

differentiation that  results from specialization (March & Simon, 1958; Lawrence & 

Lorsch, 1967; Galbraith, 1973; Tushman & Nadler, 1978). Equivalently, we may say 

that for a given allocation of tasks to agents, the designer’s goal is to enhance the degree 

of integration in the organization, defined by Lawrence and Lorsch as "the quality of the 

state of collaboration that exists among departments that are required to achieve unity of 

effort by the demands of the environment." (1967: 11). I translate this term in the 

context of this theory as the joint probability  that all agents in an organization have the 

necessary  predictive knowledge. I argue that  a greater probability of coordination 

failures is equivalent to a lower degree of integration.  To keep  the exposition simple 

and retain focus on information processing, I make the assumption here that the agents 

have aligned incentives – in other words integration between agents would be achieved 

in the absence of coordination failures. 

In the case of two agents A and B in which each is epistemically 

interdependent with the other, the degree of integration is the multiplication of the 

probabilities that  A has predictive knowledge about B (pAB), and B has predictive 

knowledge about A (pBA). One approach to increasing integration consists of reducing 

epistemic interdependence between the agents, so that only one or neither agent needs 

predictive knowledge about the other. This is equivalent to setting pAB and/or pBA equal 

to 1. Integration will then depend on only one probability or none, so that reducing 

epistemic interdependence effectively increases the degree of integration (because 

probabilities are less than 1). This suggests that an organization designer with superior 

architectural knowledge could improve overall integration by reducing the epistemic 

interdependence among agents (Proposition 2). A second approach to enhancing 

integration lies in specifying a pattern of interactions among the agents through an 

organizational structure (see Proposition 3) that will improve predictive knowledge (i.e. 

increase the probabilities pAB and pBA). Thus, 
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Proposition 4: For a given allocation of tasks, the degree of 

integration in an organization may be improved either by a) 

reducing epistemic interdependence among its agents, or b) 

selecting an organizational structure to enhance information 

processing interactions among its epistemically interdependent 

agents (or both).

Integration in an organization can therefore be enhanced either by reducing 

epistemic interdependence, or by ensuring the formation of predictive knowledge 

through information processing. 

2.5 Implications for the Effects of History on Organization 
Design

I am now in a position to consider the impact that history has on organization 

design decisions. In the context of the epistemic interdependence theory, a system with 

‘history’ translates into a system in which (1) agents have formed some predictive 

knowledge through previous interactions3; and (2) the designer holds some architectural 

knowledge about the task at hand. In order to examine the possible effects that an 

established structure may have on the process of choosing a new organization design as 

well as the content of that new design, let  us consider these choices by comparing a 

system with a ‘blank canvas’ with one that has ‘history’. 

To facilitate this comparison, I introduce some notation.4 Define TR (an n X n 

binary matrix) as the task structure, the most fine-grained means-end decomposition of 

a goal into its constituent n tasks and the dependency relationships between these. The 

true, underlying task structure is unknown to the boundedly rational agents (Simon, 

1945) who need to work with imperfect representations thereof. This matrix represents 

the designer’s beliefs about the finest possible task division into (clusters of) smaller 

tasks. A “1” in a cell (rij = 1) denotes that column task is dependent on row task; each 

task is dependent on itself (rii = 1). Let TAt be the allocated task structure at time t (an 

m X m binary matrix). This captures the tasks or task clusters allocated to each of the m 
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agents in the system. As such, it captures the designer’s beliefs about an appropriate 

task allocation, given the task division represented by TR. A “1” in a cell (aijt = 1) 

denotes that column agent’s allocated tasks are dependent on row agent’s allocated 

tasks; each agent’s task cluster is dependent on itself (aiit = 1). 

Define Et (an m X m binary matrix) as the epistemic structure which captures 

the pattern of epistemic interdependence between agents at time t. A “1” in a cell (eijt = 

1) denotes that column agent requires predictive knowledge about  row agent; each agent 

requires predictive knowledge about him/herself (eiit = 1). Finally, let It be the 

information structure at  time t (an m X m matrix), the elements of which represent the 

probability  pijt that agent j has predictive knowledge about agent i at time t (piit captures 

the probability that the agent has the knowledge necessary to undertake his or her own 

task). 

Note that we can also vary the true, underlying task structure matrix TR as a 

function of the technological properties of the task. Figure 2.1 depicts two task 

structures matrices with different levels of complexity. Given that the designer has to 

make sense of the true, underlying task structure, the more complex it is, the more 

discrepancies his predicted (imperfect) representation of the task structure matrix will 

show. For the example presented in the following sub-sections, I take the task structure 

as depicted in Figure 2.1, panel (a) as the true underlying one and compare the effects of 

history on the resulting design decisions with that of a blank canvas system, which is 

depicted in Figure 2.2. The effects described below will be weakened for the less 

complex task structure matrix shown in Figure 2.1, panel (b).

Figure 2.1 - Two Task Structure Matrices with Different Levels of Complexity
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2.5.1 History and Architectural Knowledge

The first choice regarding any organization design is how to divide up the 

overall task into sub-tasks (without task division there is no interdependence between 

sub-tasks and hence no need for integration of efforts). This choice of task division is 

influenced by  the designer’s level of understanding of the task structure, and is 

summarized in TR. The more architectural knowledge the designer has, the better she 

will be at identifying the decomposability of the task and the resulting 

interdependencies between the resulting sub-tasks. The blank canvas condition depicted 

in Figure 2.2 highlights the effects of a designer with very little or no architectural 

knowledge on the task structure as shown in panel (a). Note that the blank canvas 

condition of this matrix is likely to contain many type I and type II errors, i.e. assumed 

interdependencies between agents that are not present in the underlying structure, and 

ignored interdependencies that are present in the underlying task structure, which will - 

overall - result in an organizational structure that generates performance which diverges 

from expected performance (Lee & Puranam, 2012). On the other hand, a more 

experienced designer is likely to be able to extract a more accurate task division from 

the underlying true task structure as shown in panel (b), which provides a more 

advantageous starting point for the subsequent choices of task allocation and 

organization structure.5 

Based on her (imprecise) representation of the task structure, the designer 

chooses an organization structure in view to reduce costly information processing by 

allocating interdependent tasks or task clusters to agents in the same unit while 

minimizing interdependence between agents across units. These structural choices are 

reflected in the resulting allocated task structures (panels (c) and (d)) and epistemic 

structures (panels (e) and (f)). While the allocated task structures are influenced by the 

designer’s understanding of the underlying task structure, the epistemic structure 

highlights to what extent her architectural knowledge allows her to apply  narrow 

incentives and sequencing of tasks to reduce the epistemic interdependence between the 
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agents. The relative lack of architectural knowledge is visible in the relatively  higher 

number of “1”s in the blank slate conditions across these matrices (panels (c) and (e), 

respectively).

Figure 2.2 - History vs. Blank Canvas Condition
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2.5.2 History and Predictive Knowledge

To this point, I have considered the designer’s decision making process when 

choosing a new design, keeping the agents’ level of predictive knowledge constant  at 

zero (as depicted in the information structure for the blank canvas condition in Figure 

2.2 panel (g)). While history has some impact on the designer’s choices with respect to 

her architectural knowledge, it is the established interaction patterns between the agents 

(i.e. whether or not they hold predictive knowledge of each other) that creates deeper 

implications for the process and content of choosing a new design.

Let us consider the scenario in which the designer is given the task to 

reorganize the system. In the blank canvas condition, she would base her decisions on 

the information structure presented in panel (g). Hence, given that none of the agents 

holds any predictive knowledge of any other agent  (but themselves), the designer’s 

choices will be purely driven by her architectural knowledge and her beliefs about 

which structure would minimize costly information processing. Hence, the choices of 

task division and task allocation are driven purely by the technological properties of the 

task as perceived by the designer. 

Proposition 5: In the absence of predictive knowledge, the 

designer’s choices regarding task division are predominantly 

driven by her perception of the technological properties of the task.

Contrast this scenario with a designer who faces the task to reorganize the 

system in light of the information structure depicted in panel (h), i.e. in a system where 

the agents have a level of predictive knowledge of each other above zero. While the task 

division is still determined by the designer’s architectural knowledge and the 

technological properties of the task, the process of task allocation and choice of 

organizational structure will now be highly  influenced by the existing patterns of 

interaction among the agents. 

Proposition 6: The presence of predictive knowledge between 

agents impacts the designer’s task allocation decision by reducing 

the need for minimizing allocated task interdependence across 

agents.
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Given that the presence of predictive knowledge effectively substitutes for 

organizational structure or efforts to reduce epistemic interdependence through narrow 

incentives and sequencing of tasks, a system that is re-designed may show different 

organizational structures and allocated task structures compared to a system that is 

designed from a blank canvas. Thus, two designers attempting to address identical 

organizational and environmental challenges through the adoption of an effective 

structure will choose quite distinct new designs (i.e. different content) if one faces the 

task to newly design a system while the other faces a re-design challenge.

Proposition 7: The designer’s choice of structure when re-

designing the organization is affected by the predictive knowledge 

that the previously established structure generated among the 

agents.

Finally, any change in structure (whether as new design or re-design) will 

require a period of implementation before the agents in the system collaborate 

according to the mandated new structures. The presence of any predictive knowledge 

will facilitate that implementation, given that the agents can initiate their collaborative 

efforts from an established relationships. In this context, existing levels of predictive 

knowledge imply that the agents can reach the desired degree of collaboration (reflected 

in the level of predictive knowledge) relatively faster, compared to a system where all 

agents start with zero predictive knowledge. Hence, 

Proposition 8: The presence of predictive knowledge effectively 

increases the implementation speed of the new design. 

2.6 Conclusion

In this chapter, I have developed theory that highlights the importance of 

considering the role of history in organization design choices. Building on the epistemic 

interdependence theory  which I developed jointly with Thorbjørn Knudsen and Phanish 

Puranam, I highlight that a more careful distinction between task interdependence and 

agent interdependence, as well as the consideration of other design choices significantly 
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affects the degree of information processing required, and the choice of organization 

design. The theoretical insights gained from this theory shed light on the central 

question in this dissertation: How does the established structure affect  (a) the process of 

choosing a new design, and (b) the content of the new design? In particular, I have 

outlined why existing patterns of interactions between agents may influence the way the 

designer allocates different task clusters to agents (the process), as well as his choices 

regarding  the type of organizational structures (the content).

In the following chapters I test some of the propositions developed in this 

chapter empirically. In particular, in chapter 3, I test  how cognitive and social factors 

influence the task division and allocation decisions of groups as well as individual 

designers, over and above the well established influence of the technological properties 

of the task. In chapter 4, I examine the effects of prior structure on the content of new 

structures as well as the implementation speed of the new design.
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CHAPTER 3

The Effects of History on the Process of 
the Division of Labor

This chapter is based on joint work with Phanish Puranam and Massimo 

Warglien. Massimo Warglien’s role was mainly advisory regarding the design of the 

experimental paradigm. I conducted all laboratory sessions, coded all the data, and 

conducted the analyses by  myself. The discussion of results and the review of the 

literature were done jointly.

3.1 Introduction

Since Adam Smith (1776), it  is generally  accepted that the division of labor is a 

fundamental phenomenon underlying economic life. However, it is such an omnipresent 

feature in our societies that we have developed some blind spots about it. The 

consequences of the particular form of division of labor associated with industrial 

production in market-based economies - such as specialization (Smith, 1776), the 

impact on social solidarity and individual motivation (Durkheim, 1893), and the 

bargaining power of workers vis-à-vis the providers of capital (Marx, 1906) - have been 

extensively  discussed. However, surprisingly little attention has been devoted to the 

basic process of the division of labor - a process whereby complex objectives are 

divided into contributory tasks (task division) which are allocated across individuals 

(task allocation). A version of this process must necessarily  be a part of all organizations 

whether pre- or post-industrial, whether connected or not to a market, or engaging in 

any exchange at all, as an organization by definition must aggregate individual efforts 

into organizational objectives (Babbage, 1833; March & Simon, 1958: 2).1
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The limited prior attention to the process by which a division of labor emerges 

may simply have been the consequence of pervasive functionalist  assumptions. For 

instance, the influential position of Ludwig von Mises was that if a particular division of 

labor has efficiency advantages (gains from trade, for instance), its emergence could be 

taken for granted (von Mises, 1949). This may even have been justified to some extent 

in an industrial context dominated by highly  repetitive activity on a shop floor, such as 

that celebrated in Smith (1776), where opportunities for learning through repetition 

could have helped uncover the efficient division of labor.

However, the degree of repeatability of tasks that organizations confront today 

varies significantly (e.g. it  is lower in project-based work than on a shop floor), and for 

every  existing pattern of division of labor, there must have been a point in time at which 

the process by which it first emerged unfolded. Put simply, organizations often confront 

novel tasks, and when they do, a process of division of labor must arise. It has also been 

noted that even if a division of labor is an efficient equilibrium, it may be just one of 

several equilibria in a coordination game in which other less efficient solutions are 

possible (Skyrms, 2004). If so, it is valuable to understand what social and 

psychological factors beyond the technological properties of the task influence the 

process through which an equilibrium - a division of labor – emerges (Schelling, 1960; 

Skyrms, 2004).

Scholars studying the related but distinct problem of the impact of technology 

on organizations have reached similar conclusions about the need to move away from 

the stronger forms of technological determinism (see Leonardi and Barley, 2010 for a 

recent overview).2  Historically, the notion of a correspondence between technology and 

organization has been an influential one in organization theory (e.g. Woodward, 1958; 

Thompson, 1967; Galbraith, 1973; Tushman & Nadler, 1978; Henderson & Clark, 1990; 

von Hippel, 1990; Sanchez & Mahoney, 1996; Baldwin & Clark, 2000). However, a 

number of field studies indicate that the process by which individuals in an organization 

adopt (e.g. Fulk, 1993), interpret (e.g. Barley, 1988), and use (e.g. Poole & DeSanctis, 

1990; Orlikowski & Yates, 1994) new technologies cannot be explained purely  with 

reference to the properties of the technology  itself. Pre-existing social structures (e.g. 

Barley, 1986) as well as individual ways of thinking (Barley, 1988) can play significant 
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roles. Yet, as is increasingly  recognized in this literature, the path forward lies in 

eschewing the extremes of either social constructivism or technological determinism, to 

understand precisely the mechanisms through which the constraints and affordances that 

a technology provides shape how individuals organize around it  (Zammuto et al., 2007: 

752; Leonardi & Barley, 2010: 3; also see Puranam, Raveendran & Knudsen, 2012).  

In this spirit, I argue that in any situation when a group confronts a novel task, 

multiple divisions of labor are typically  possible. Technological properties will 

undoubtedly influence the relative benefits of the different ways to divide labor (Smith, 

1776; Simon, 1962; Leijonhufvud, 1986; 1995), but may not solely determine the 

choice between them. As outlined in Chapter 2 (propositions 5 and 6), individual and 

social factors may also systematically influence which division of labor emerges. 

Proposition 5 suggests that in the absence of predictive knowledge, the 

designer’s choices regarding task division and task allocation are predominantly  driven 

by his perception of the technological properties of the task. In order to test the impact 

of the technological properties of the task on the process of task division, I manipulate a 

critical technological task property - its decomposability - the extent to which the task 

can be divided into clusters of tasks that can be worked on independently (Simon, 

1962). I further examine whether the designer’s perception of the task structure has a 

fundamentally different effect on his decisions regarding task division and task 

allocation as a function of experience with the task. I focus here on the well-established 

cognitive tendency to perceive object- rather than activity-based partitions more easily 

in an individual’s task environment.

Furthermore, proposition 6 suggests that  the presence of predictive knowledge 

between agents impacts the designer’s task allocation decision by reducing the need for 

minimizing allocated task interdependence across agents. I therefore test to what extent 

the agents’ established social structures (as a proxy for predictive knowledge) impact on 

the designer’s choices regarding task allocation and task division in a system with 

history compared to a blank canvas condition.

Studying the causal antecedents of division of labor in the field is challenging 

because it is difficult to observe and manipulate the process under controlled conditions. 

To overcome this challenge, I conduct experiments, in the tradition of prior work that 

has sought to examine important organizational issues through controlled experiments 
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in the behavioral laboratory (e.g. Guetzkow & Simon, 1955; Cyert & March, 1963; 

Burton & Obel, 1984a; Malhotra & Murnighan, 2002).  In particular, I examine how 

groups of four subjects organize to assemble two mechanical toy models. These differ 

on a key technological property, in that one of these is strongly  decomposable - can be 

divided into objects that can be worked on quite independently - and the other is not. I 

also compare the divisions of labor agreed upon by groups of four individuals, with 

those planned by individual participants in a second experiment, to assess differences 

across a self-organizing group with some established patterns of social interaction, and 

one with centralized decision-making without any social structure. 

The data are unusually rich, in that  in addition to observing the division of 

labor that  emerges, I also develop detailed longitudinal data (coded from video 

recordings) both on how the groups decide on a division of labor as well as execute 

within it; in addition, I also record what  aspects of the problem capture the attention of 

participants as they engage in choosing the division of labor (by tracking their eye 

movement while they study the instructions). 

3.2 Theory

3.2.1 Division of Labor as Task Division and Task Allocation

To aid analysis, I conceptualize the process of dividing labor as involving the 

search for solutions to two related but distinct sub-problems, namely task division and 

task allocation. Task division involves the decomposition of an overall goal into 

contributory tasks, and their subsequent clustering (also see von Hippel, 1990). A task 

may be thought of as a production technology - it is a transformation of inputs into 

outputs in a finite (non-zero) time period. Task allocation refers to the assignment of the 

clusters of tasks to individuals. It may occur either simultaneously or after task division, 

or may indeed influence task division.

Applying the same notation introduced in chapter 2, there will typically be 

many different ways to cluster the tasks in TR, and these clusters of tasks may be 

allocated in different ways among the agents in the organization. TA captures the 

interdependencies between the clusters of tasks allocated to the agents. The noteworthy 

difference is that whereas TR is an n X n matrix where n is the number of tasks, TA is an 

m X m matrix, where m is the number of agents in the organization. Since TA embodies 
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both a decomposition of the overall goal into clusters of tasks as well as an allocation of 

these task clusters among the agents, it  is a concise abstract representation of a division 

of labor. Thus to consider the original example provided by Adam Smith, pin making 

could be divided into “eighteen distinct operations, which, in some manufactories are all 

performed by distinct hands, though in others, the same man will sometimes perform 

two or three of them” (1776 [1999]: 5). These would correspond to two different TA of 

dimensions n=m=18 vs. n=18 and m<18 respectively, for the same underlying TR, in 

which the tasks corresponded to the operations involved in pin making.3

We can now ask about the process that generates a TA given a TR - the central 

question in this chapter. At a very basic level, some division of labor would appear 

unavoidable to the extent that one individual cannot carry out all the tasks of the 

organization in the (perceived) TR. While there are obviously  many ways in which n 

tasks can be clustered and allocated across m individuals, there are two broad categories 

into which these alternatives fall. The tasks can be clustered either in terms of 

distinctive intermediate objects they generate (an ‘object’ based task division) or into 

clusters of similar tasks (an ‘activity’ based task division).4   Intermediate objects may 

exist and have some value independent of each other; activity-based task clusters 

typically are without value in isolation. The value need not be restricted to the price in a 

market; it could reflect the ease with which a system can be rebuilt or reconfigured 

given the existence of intermediate objects (Simon, 1962). This well-known distinction 

has also been referred to as horizontal vs. vertical division of labor (Leijonhufvud, 

1986) or heterogeneous vs. serial division of labor (Marx, 1906). It also relates closely 

to the notion of divisional vs. functional organizational designs (Chandler, 1962). 

An example may clarify  this distinction between activity-based and object-

based task division further: say  a group  of people is given the raw materials and goal of 

building a chair. They  can either choose to let one person prepare the legs, another to 

work on the backrest, and a third to work on the seat (an object-based task division); or 
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they  can split the task into cutting the wood, sanding it, and applying the varnish (an 

activity-based task division).

 

3.2.2 Technological Determinants of the Division of Labor

In Smith’s (1776) canonical account, three benefits of the division of labor 

were described - the improved productivity of the worker, the saving in time lost in 

switching tasks, and the development of new methods of working arising from 

specialization. Mintzberg noted that  at the root of all three benefits cited by Smith is 

repetition (1979: 70) - in particular, repetition of a task cluster of narrow cognitive 

scope. For a given scale of production, the potential for repetition is typically  higher in 

an activity-based (rather than an object-based) task division, because the same tasks 

potentially underlie multiple objects. Thus activity-based task division can enable skill 

building (Simon, 1962: 102). Obviously, an increase in scale further enhances the gains 

from skill building (Smith, 1776; Stigler, 1951). 

Relatedly, activity-based task divisions also enable matching of individual 

agents’ specialist skills to their assigned task clusters. In an extensive series of 

experiments, Argote, Moreland and colleagues (Liang, Moreland, & Argote, 1995; 

Moreland, Argote, & Krishnan, 1996; Moreland, 1999; Moreland & Myaskovsky, 2000) 

showed that joint  assembly activities generated ‘transactive memory’ – knowledge of 

who is skilled at and knows what in a group - which is beneficial when the group 

approaches similar problems repeatedly. Skill (to task) matching is clearly a central 

feature of formal organizations that grow by recruitment, but in fact has been observed 

in division of labor patterns in non-human societies as well, where no authoritative task 

allocation can occur (Sendova-Franks & Franks, 1999; Anderson & Franks, 2001). Note 

that skill building and skill matching are jointly referred to as ‘gains from 

specialization’, but they are analytically  distinguishable. Common to both though is the 

fact that an activity-based task division (equivalent to vertical or serial division of labor, 

Leijonhufvud, 1986) allows them to be realized more easily than an object-based task 

division.  This was the essence of the pin factory as described by Smith (1776). 

In contrast, a task division based on intermediate objects also offers some 

advantages. Clustering interdependent tasks together and assigning each cluster to a 

different agent can minimize the need for coordination between agents. This object-
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based task division (equivalent to heterogeneous or horizontal division of labor, 

Leijonhufvud, 1986) creates advantages through parallelism: first, it  reduces the need 

for coordination across agents while enabling a focus on production (note that the agent 

in this sentence could easily  be a ‘super-agent’ comprising multiple individual agents - 

such as an organizational unit or even a family). Given that coordination is a distinct 

task from production, a cognitive diseconomy of scope effectively  exists for agents who 

must do both (e.g., due to cognitive overload). Object-based task division thus allows 

agents to work independently of others and with greater effectiveness at their own 

cluster of tasks. Second, it allows agents to make progress on several sub-tasks in 

parallel (Terwiesch, Loch, & DeMeyer, 2002) - this is particularly  important under time 

constraints, which are probably ubiquitous. Third, if objects are easier to measure than 

activities, such a task division may also lower measurement costs (Barzel, 1982), and 

therefore enhance accountability enabling the use of sharp incentives that link rewards 

to outputs (Zenger & Hesterly, 1997). Marx (1906: 375) describes watch manufacturing, 

as an illustration of object-based task division, in which distinct intermediate objects 

could be worked on more or less independently, and in parallel, prior to final assembly.

Simon’s account (incidentally also featuring a parable about two watchmakers- 

1962 [1996]: 189) pointed to decomposability - the extent to which a task structure can 

be divided into clusters of tasks that can be worked on independently  - as the key 

technological property that defined the attractiveness of object-based task division. 

Perfect decomposability  in Nature may be rare; however, partial decomposability  is not 

(Simon, 1962[1996]: 197). It is precisely the property  of partial decomposability that 

sets up a tension between the choice of task division by activity or by object. 

To see this, consider a case where an object-based task division is attempted for 

a task structure with n tasks, and let us say  “x” tasks have dependencies across modules 

– relate to more than one object-based task cluster. Partial decomposability exists 

because n>x>0. If x is small (i.e. the task structure is “strongly  decomposable”), then 

the gains from parallelism will be relatively  larger compared to the gains from 

specialization through repetition; but if x is large (the task structure is “weakly 

decomposable”), the opposite is true.   

Thus, partial decomposability allows a choice between object- and activity-

based task divisions, which would then ideally  be made on a comparison of the gains 
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from parallelism and accountability from the former versus the gains from 

specialization in the latter. If a task structure is highly  decomposable (low values of x), 

then the gains from parallelism (from applying an object-based task division) are 

relatively larger compared to the gains from specialization (from applying an activity-

based task division), and vice versa. Relatedly, if m itself is large, and multiple agents 

are available to take them on, the gains from parallelism are enhanced.5  Finally, if the 

scale (i.e. repeatability) is large, then the gains from specialization are correspondingly 

large.

3.2.3 Cognitive Influences on the Division of Labor

In a world of bounded rationality and partial decomposability, it may not be ex 

ante obvious whether the gains from specialization outweigh the gains from parallelism. 

Organizations of various sizes constantly struggle with the choice between organizing 

by function (activity) versus division (object) (Chandler, 1962; Gulati & Puranam, 

2009). Indeed the true extent of decomposability itself may be unknown (Ethiraj & 

Levinthal, 2004a). Since human organizations are constituted of individuals with finite 

cognitive capacities as well as tendencies towards pro-social behavior (Simon, 1945; 

Simon, Smithburg, & Thompson, 1950) it would be surprising if cognitive factors did 

not play  a role in the emergence of division of labor, quite distinct from the 

technological properties such as decomposability that made certain divisions of labor 

efficient. To be clear, I do not dispute that technological properties will influence the 

relative benefits of the different ways to divide labor (Smith, 1776; Simon, 1962; 

Leijonhufvud, 1986, 1995; Baldwin & Clark, 2000), but argue that they  may not solely 

determine the choice between them; individuals’ perception of the task should also 

systematically influence which division of labor emerges.   

The psychology of how individual minds partition the world stresses two 

fundamental categories - namely, “natural” (first-order) partitions based on objects and 

their components, and “relational“ (second-order) partitions (such as actions and 

processes) based on relations between first-order partitions (Gentner, 1982; Gentner & 

Boroditsky, 2001). Natural partitions refer to those categories that are characterized by a 

given set of intrinsic features, such as stand-alone objects; according to Gentner (1981) 
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these “concepts are often lexicalized as concrete or proper nouns, such as dog, collie, or 

Lassie.” (1981:161)6  On the other hand, relational partitions are characterized by 

satisfying a specified relational structure, such as an activity  relating one natural 

category to another; these are generally “lexicalized as predicates, usually verbs (e.g., 

push, float, or move) or prepositions (e.g., across or near).” (Gentner, 1981: 161). I see 

here a close correspondence to the distinction between object-based and activity-based 

task divisions in the division of labor. Objects are stand-alone and can be “concretized” 

as nouns, and activities of course are thought of naturally as verbs. 

A significant body of evidence suggests that natural partitions are easier to 

generate and recall than the relational ones, especially on the ground of pure perceptual 

experience (e.g. Genter, 1981, 1982; Biederman, 1987; Gentner & Boroditsky, 2001; 

Kloos & Sloutsky, 2004). Thus, I would expect a strong tendency towards object-based 

task divisions rather than activity-based task divisions, for any given task structure. In 

the example of the group building the chair, I would expect that the group will be more 

likely to opt for a task division into legs, seat, and backrest, rather than wood cutting, 

sanding, and varnishing. I therefore propose that this ‘cognitive constraint’ should shape 

the emergence of a division of labor as follows: 

Hypothesis 1a: Object-based task divisions should be perceived 

more easily than activity-based task divisions by those engaged 

in the process of division of labor.

Further, the effects of this cognitive constraint should depend on the degree of 

decomposability of the task. If the task structure is strongly decomposable, separable 

intermediate objects are more readily  available for the individuals to identify and 

partition by. Thus activity-based task clusters may receive relatively little or no attention 

in strongly  decomposable tasks. However, if the task structure is only weakly 

decomposable, intermediate objects are either very small or hard to isolate, and task 

division processes are then more likely to uncover activity-based task clusters. 

Therefore, the less decomposable the task, the more likely it is that activity-based task 

clusters will be identified.
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Hypothesis 1b: Activity-based task divisions should be perceived 

more easily in weakly decomposable task structures than in 

strongly decomposable task structures, by those engaged in the 

process of division of labor.

3.2.4 The Effect of Social Interaction Patterns and Joint Experience on 
 the Division of Labor

Proposition 6 suggests that the presence of predictive knowledge between 

agents impacts the designer’s task allocation decision by reducing the need for 

minimizing allocated task interdependence across agents. Hence, if the group has 

worked together before, their own (and an independent designer’s) choices regarding 

task allocation will take the established interaction patterns between them into account. 

This proposition is further supported by the general tendency highlighted by different 

streams of research for groups to maintain their patterns of social interaction once 

established. The tendencies towards stability  of interaction patterns within 

organizational aggregates at various levels of analysis have been extensively discussed. 

Investigating the formation of routines in a laboratory experiment, Cohen and Bacdayan 

(1994) highlight how dyads of participants tend to maintain their routinized responses 

once established. Egidi and Narduzzo (1997) show that this may even lead to inefficient 

path-dependency. Feldman and Pentland (2003; 2005) distinguish between different 

components of routines, some of which maintain stability while others instill flexibility 

–and they  argue that the stability of routinized processes rests at the group-level (rather 

than the individual-level). At the organizational level, Henderson and Clark (1990) note 

that attempts to maintain a firm’s strong-hold in a particular market leads to strong 

inertial forces, preventing necessary organizational changes and therefore preventing 

architectural innovation; while Hannan and Freeman (1977) point to the pressures 

toward reliability and accountability to explain organizational inertia. 

Hence, a groups’ established interaction patterns may have direct implications 

for task allocation (e.g. ensuring all group members are involved, and continue to work 

with whom they were working with before), and may indirectly affect task division as 
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well (e.g. partitioning and clustering tasks so as to allow task allocation as above). I 

refer to this as the “history effect” on the division of labor: 

Hypothesis 2a: Those engaged in the process of division of labor 

will attempt to preserve the established social interaction pattern.

I also expect that, whether this tendency  translates into the actual division of 

labor, depends on the degree of decomposability of the task structures and the order in 

which these are encountered. Specifically, strongly decomposable task structures should 

offer more degrees of freedom for preserving the current pattern of social interactions. 

This is because such tasks, by  definition, can be divided into a greater number of 

freestanding objects that can be worked on independently  (or not, as a matter of choice). 

Thus task allocation faces fewer constraints than in the case of weakly decomposable 

tasks, which do not offer this choice to the same extent. On the other hand, strongly 

decomposable tasks may  generate weaker interaction structures because of parallelism 

compared to weakly  decomposable structures, where by  definitions, interdependencies 

between individuals are likely to be higher.  

 Hence, if the groups’ social interaction patterns have been established by 

working on a weakly decomposable task, I expect the social interaction patterns to be 

maintained if the subsequent task is a strongly decomposable one (given the greater 

number of available freestanding objects). On the other hand, if the strongly 

decomposable task is encountered first, then a weaker social interaction pattern may be 

formed to begin with, and confronting the weakly  decomposable task will ‘break’ it 

more easily.  Therefore, I expect that: 

Hypothesis 2b: Social interaction patterns are more likely to be 

preserved if they were established by working on weakly 

decomposable task structures followed by strongly decomposable 

task structures than in the reverse order, by those engaged in the 

process of division of labor.
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3.3 Experiment 1

In order to test the hypotheses, I conducted two laboratory experiments. In 

experiment 1, groups of four participants were asked to plan and execute the assembly 

of Meccano models. Meccano is a toy that consists of differently  shaped metal parts 

(such as bars and disks), which can be fitted together with screws and nuts to build 

helicopters, cranes, cars etc. This toy comes in various levels of difficulty; I chose the 

‘Meccano 20’ box, which contains a small battery-powered motor, and the models in the 

instruction booklet are about 20 steps in length.7  The participants were told that the 

group would receive a monetary reward if they finished the task within the given time 

period, and that penalties would be applied to that reward if they failed to finish, and for 

every  mistake made. In addition, participants received a fixed amount for their 

participation.

I manipulated the decomposability  of the experimental task by choosing two 

different Meccano models for assembly: one of the models was weakly decomposable 

(WD) in the sense that it  could be decomposed into a very limited number of minor 

freestanding objects, while the other was strongly decomposable (SD), as it could be 

decomposed into a number of significant, freestanding objects that could be worked on 

independently of each other except at the stage of final assembly. Each group planned 

and executed the assembly of both tasks (one at a time). The relative decomposability of 

the tasks is highlighted in Figure 3.1; the numbers in this figure refer to the different 

steps in the Meccano instructions, lines represent the sequence needed to connect them. 

In order to choose the WD and SD tasks for the experiment I created workflow 

diagrams like the ones shown in Figure 3.1 for each of the 20 models provided in the 

instruction booklet and selected the most and least decomposable ones. Both models 

had near identical numbers of total steps in the assembly instructions (20 vs. 21).  

Figure 3.2 shows a typical ‘step’ from the Meccano 20 box instructions. 
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Figure 3.1 - Workflow Diagrams to Highlight Model Decomposability

Figure 3.2 - Example of an Instruction Step from the WD Task8
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All participants were in effect provided with the same true underlying task 

structure TR for each task as they received the same instructions, which show a fine-

grained decomposition into steps and their necessary sequence to build the model. 

However, there is no prescription for the groups’ allocated task structure TA, the clusters 

of tasks they divide the task into, and how they distribute these task clusters among 

themselves.  

The task clusters that participants decompose the task building problem into 

can be described as object-based or activity-based. Object-based task clusters refer to 

sequences of steps that  can be worked on independently to produce an intermediate 

object. Such objects represent tangible intermediate outputs, which are eventually 

assembled into the model. For instance in the SD model in Figure 3.1, there are 5 

objects - the sequence of steps ending in numbers 4, 8, 13, 20 and the battery.

The set  of activity-based task clusters needed for assembly  is the same across 

models (which one would expect given the objectives of the designers of Meccano, to 

allow users to assemble different models with similar skills). Based on pilot studies, I 

observed that  the lexicon of operations that occurred in the assembly of both models 

constituted i. Reading instructions ii. Picking parts (finding the necessary  pieces for 

each step), iii. Holding parts, and iv. Fixing parts together (using a toy  Allen key and 

wrench).9  These clusters of activities are necessary in both models. Participants seemed 

to display significant variation in skill at these operations, because of differences in 

manual dexterity, ease at reading technical specifications etc., and these activities were 

difficult enough to enable potential improvement through practice.  

Note that both models involve the same four activities (and the same physical 

parts), and each of the activities is necessary within each object as well. Thus to the 

extent that coordination of an activity across objects may be necessary (for instance, the 

same individual and set of tools could potentially  be used for Picking and Fixing across 

objects, giving rise to improved skill and efficiency  in the use of tools), there are some 

interdependencies across objects in both models. However, the larger number of steps 

within each object in the SD model means that the benefits of parallelism are more 

significant in that model - participants can potentially work for longer, independently 
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and in parallel on their respective object without having to coordinate with others 

engaged in working on other objects. The two models I chose thus make salient the 

trade-off in task division between parallelism (easier to achieve in the SD model) and 

specialization (possible in both models). Yet it is not obvious from the instructions, 

which gains are of greater magnitude. Given the need to complete model assembly 

within the allocated time, it  is plausible that this can be aided either by generating 

specialized skills at the four basic activities, or by working in parallel on different 

objects, but there is no basis for the participants to easily determine which is preferable 

(and indeed neither may be preferable across both models).

For each model, the group went through two phases: the planning phase – a 

five-minute period to plan the assembly in which each participant had an identical copy 

of the instructions – and the execution phase – a 45 minute period in which the 

complete Meccano set and two sets of tools were used to build the model as a group. 

For each group, I coded detailed task division and task allocation data for the planning 

phase.

I capture the object- and activity-based task clusters identified by the groups by 

carefully  coding the different task divisions suggested by  the participants throughout the 

five-minute planning phase of each session. For example, if the first participant 

highlighted that the battery could be assembled separately, I counted that as one object-

based task cluster (‘battery’ vs. ‘rest of the model’). I coded the entire conversation 

across the five minutes and recorded each addition (or alternative) task division 

suggested by the different participants, and to what extent those entailed object-based or 

activity-based task clusters, or both. 10 The coding process is highlighted in a simplified 

example in Figure 3.3. At the end of the planning phase, every  group had decided on a 

task division.11

Task clusters identified during the planning phase were chosen or allocated to 

‘sub-groups’ of different sizes. I labelled any configuration of participants that was 

allocated to work together as a ‘sub-group’; thus the size of a sub-group could range 

from one (an individual) to four (all four participants working closely  together). Task 

60

10 Everything in the planning phase was coded independently by another coder,  with discrepancies settled 
through discussion.

11  Note that none of the groups seemed to feel that the time allotted for the initial discussion (five-
minutes) was inadequate: indeed 32% finished their discussions up to 120 seconds early and 25% asked 
to receive the pieces ahead of time to start assembly.



allocation occurred either through self-selection or assignment through others. The task 

allocations are captured by the participants’ assigned identifier (A-D), and are added 

and updated throughout the planning phase.

Figure 3.3 - Coding Example: Initial Task Division and Allocation of a SD task12

For the execution phase (45 minutes) I coded who worked with whom on what 

step, and which participant performed which activity  on the different steps for how long 

(in seconds). I updated the interaction structure when I observed changes in collocation 

and consistent joint handling of parts and coordination of activities on objects. Note that 

for this coding I had access not only  to video but also the audio of the participants’ 

discussions. I therefore base my  analyses on very detailed data on the social patterns of 

interaction, as well as each individual’s activities and productivity. I define a dominant 
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sub-group  as the configuration of mutual interaction in which participants spent the 

greatest amount of time during the session.13 

3.3.1 Procedures

Written instructions regarding the procedure of the study  as well as the 

incentive structure were handed out and read out aloud (original instructions are 

provided in Appendix A). I also reiterated the main points of the procedure, and 

participants were encouraged to ask any questions they might have had. I explained that 

they  would work in groups of four to assemble a toy  model, and that I would provide 

them with the detailed instructions, the tools, and all necessary parts to put the model 

together correctly. They were given 5 minutes to plan the assembly of the model, 

followed by up to 45 minutes to plan and execute the assembly.

The groups were evaluated on the basis of (1) the time needed to complete the 

model, and (2) the accuracy of their model – i.e. the absence of deviations between their 

assembled model and that shown in the instructions. The group received £40 if they 

finished building the model within the time limit, else £20. I also made clear that I 

would deduct two pounds for every inaccuracy and for every missing step. The group 

was told that they would receive the final reward at the end of the session and that they 

would then be free to decide how to split the money among them.

I then distributed one set of the Meccano instructions to each participant  for 

their first assigned model. They were told that they would have five minutes to plan and 

discuss the assembly of the model. After five minutes they received a box with all the 

parts that come in a standard Meccano 20 set – the parts were not separated into 

different types. I also added a second set of the tools (a small Allen key  and wrench) to 

the box. A clock was available for the participants to keep track of time. At the end of 

the 45 minutes of assembly, I evaluated their model according to progress and accuracy, 

and awarded £20 or £40 minus any  penalties for inaccuracies and missing steps. The 

participants were then asked to split the money among themselves, followed by a brief 

questionnaire to capture demographic information. I then announced that the second 

session would follow the same format as the first, while the Meccano model would be 
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different, and repeated the same procedure as described above. At the end of the second 

session I debriefed the participants and engaged in an informal discussion to answer any 

questions about the experiment and the purpose of the study. Both sessions were video 

recorded with the permission of the participants. 

Participants. Sixty-four engineering undergraduate students from a globally 

reputed science and technology university participated in this study. Participants were 

randomly assigned to groups of four and to experimental conditions: eight groups 

received the SD model first, followed by the WD model; the other eight groups received 

the models in the reverse order. 56% of the groups had at least one female participant; 

25% were composed of two male and two female students, while 31% contained one 

female student. 

Testing for the Cognitive Constraint. If the participants are significantly 

affected by the cognitive constraint, which makes them see object-based task clusters 

(i.e. first-order partitions) more easily than activity-based task clusters (second-order 

partitions) when engaging in task division, we should expect that the groups identify 

more object-based than activity-based task clusters during the planning phase. I test 

hypothesis 1a at the aggregate level across groups and sessions, as well as across groups 

within session 1 (ruling out any experience effects), and within group across sessions 

(holding group-specific idiosyncrasies constant). I test Hypothesis 1b by comparing the 

number of activity- and object-based task clusters identified across SD and WD models 

(on aggregate and by session). 

Testing for the History Effect. If the participants are significantly affected by 

the history  effect, which makes them preserve social interaction patterns (Hypothesis 

2a), we should expect that the dominant social structure from the execution phase in 

session 1 is carried over into the beginning of the planning phase of session 2 as the 

proposed task allocation. Given the constraints imposed by the WD task on the number 

of available, free-standing objects that can be allocated to different participants (and 

worked on in parallel), we should expect that the social structure successfully survives 

to the end of the planning phase to a greater extent in groups assembling the models in 

the order 1WD-2SD, but to a lesser extent in those groups assembling the models in the 

reverse order (1SD-2WD) (Hypothesis 2b).  
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3.3.2 Results 
Figure 3.4 summarizes the results for experiment  1. I report the session- and 

model-specific mean values across the eight groups for each of the treatments (standard 

errors are reported in brackets). All differences are tested for statistical significance 

using the Wilcoxon rank-sum test (also known as the Mann-Whitney two-sample 

statistic), unless stated otherwise. The Wilcoxon rank-sum test tests the hypothesis that 

two independent samples are from populations with the same distribution and is 

appropriate for small samples. All results are equally  robust when the Fisher exact test, 

or a non-parametric k-sample test on the equality of medians is used.

Evidence for the Cognitive Constraint. In the planning phase, the groups 

systematically  identified a greater number of object-based than activity-based task 

clusters (this holds throughout the planning phase as well as for the final, agreed-upon 

task division for the groups, reported here): Aggregating across session and models, 

groups identified an average of 3.81 object-based and 0.56 activity-based clusters 

(paired ttest  p<0.001), a result that holds equally strongly  when comparing the type of 

task clusters identified by session (Session 1: object-based = 3.25, activity-based = 0.56, 

paired ttest p<0.001; Session 2 object-based = 4.38, activity-based = 0.56, paired ttest 

p<0.001). Thus, hypothesis 1a is supported. Note that all groups agree to divide the 

assembly  task predominantly by  object, regardless of its degree of decomposability 

(WD object=3.3125, activity=1.0, paired ttest p=0.0003; SD object=4.3125, 

activity=0.125, p=0.000, across sessions).

Hypothesis 1b predicted that the decomposability of the task should influence 

how the cognitive constraint operates. Specifically, it should make the discovery  of 

activity-based task clusters relatively easier in WD than SD tasks. I find that in the 

planning phase, the groups indeed identified a greater number of activity-based task 

clusters in the WD model than in the SD model, regardless of session (SD=0.125, 

WD=1, Wilcoxon p=0.0004), even though in principle the same number of activity-

based task clusters is feasible in both models (namely four- Reading, Picking, Holding 

and Fixing). The results also hold when comparing the number of activity-based task 

clusters identified in the WD and SD models by  session (see Figure 3.4, session 1 

Wilcoxon p=0.0852; session 2 Wilcoxon p=0.001). Thus, hypothesis 1b is also 

supported.
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Figure 3.4 – Experiment 1: Summary of Results

 Experiment 1 - GroupExperiment 1 - GroupExperiment 1 - Group
  SD WD

Session 1 - 
Planning 

Phase

number of object-based task clusters
4.125 2.375

Session 1 - 
Planning 

Phase

number of object-based task clusters (0.227) (0.263)Session 1 - 
Planning 

Phase number of activity-based task clusters
0.25 0.875

Session 1 - 
Planning 

Phase number of activity-based task clusters (0.164) (0.295)

Session 1 - 
Execution 

Phase

number of specialists
0.25 0.875

Session 1 - 
Execution 

Phase

number of specialists (0.164) (0.227)

Session 1 - 
Execution 

Phase

error-adjusted rewards
29.375 4.25

Session 1 - 
Execution 

Phase

error-adjusted rewards (3.746) (1.578)
Session 1 - 
Execution 

Phase
group completed the task

0.75 0Session 1 - 
Execution 

Phase
group completed the task (0.164) (0.0)

Session 1 - 
Execution 

Phase
average number of steps completed 

after 10 mins
4.625 1.5

Session 1 - 
Execution 

Phase
average number of steps completed 

after 10 mins (0.420) (0.189)

Session 1 - 
Execution 

Phase

average number of steps completed 
after 25 mins

12.375 5.125

Session 1 - 
Execution 

Phase

average number of steps completed 
after 25 mins (0.498) (0.398)

    
  SD WD

Session 2 - 
Planning 

Phase

number of object-based task clusters
4.5 4.25

Session 2 - 
Planning 

Phase

number of object-based task clusters (0.378) (0.701)Session 2 - 
Planning 

Phase number of activity-based task clusters
0 1.125

Session 2 - 
Planning 

Phase number of activity-based task clusters (0.0) (0.227)

Session 2 - 
Execution 

Phase

number of specialists
0 0.75

Session 2 - 
Execution 

Phase

number of specialists (0.0) (0.25)

Session 2 - 
Execution 

Phase

error-adjusted rewards
35 16

Session 2 - 
Execution 

Phase

error-adjusted rewards (3.273) (3.464)
Session 2 - 
Execution 

Phase
group completed the task

0.875 0.125Session 2 - 
Execution 

Phase
group completed the task (0125) (0.125)

Session 2 - 
Execution 

Phase
average number of steps completed 

after 10 mins
7.25 3.125

Session 2 - 
Execution 

Phase
average number of steps completed 

after 10 mins (0.366) (0.350)

Session 2 - 
Execution 

Phase

average number of steps completed 
after 25 mins

13.875 7.75

Session 2 - 
Execution 

Phase

average number of steps completed 
after 25 mins (0.581) (0.453)

Evidence for the History Effect. Hypothesis 2a predicts that groups will carry 

over their previous session’s dominant social structure into the beginning of the 

planning phase of the next session. Throughout the 45-minute assembly, I coded who 

worked with whom for how long on which steps. From those data I could identify the 

dominant social structure for each group and compare that to the task allocation 

suggestions at the beginning (t=0) and the end (t=5) of the planning phase from session 
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2. Remarkably, I found that the discussions in every single group (regardless of task 

type in session 2) initially focused on maintaining the existing sub-group structure, i.e. 

the initial attempts of task division and task allocation were done taking the existing 

social structure as fixed; these results are reported in Figure 3.5. Thus, hypothesis 2a is 

supported. 

Figure 3.5 – Experiment 1: Dominant Social Structures

Experiment 1 - GroupExperiment 1 - Group SD1-WD2 WD1-SD2
    
  SD1 WD1

Session 1 - 
Execution 

Phase

average time spent in dominant 
social structure

1696.5 1899.375Session 1 - 
Execution 

Phase

average time spent in dominant 
social structure (237.713) (230.898)

    
  WD2 SD2

Session 2 - 
Planning 

Phase

attempt to maintain dominant 
social structure at t=0 100% 100%Session 2 - 

Planning 
Phase success at maintaining dominant 

social structure by t=5 12.50% 100%

Hypothesis 2b predicted that the decomposability of the task should make the 

preservation of the social patterns of interaction easier in session 2 when the groups 

established their social interaction patterns by  working on a WD task and faced the SD 

task in session 2. The data support this asymmetry in the preservation of the social 

interaction patterns: in the groups that worked on the two models in the sequence of 

WD1-SD2, dominant sub-groups were replicated 100% of the time, while in the reverse 

sequence (SD1-WD2), only 12.5% of groups retained those dominant sub-groups into 

session 2 (WD-SD=1, SD-WD=0.125, Wilcoxon p=0.0006). It appears that this result is 

not driven primarily by the relative stability  of the interaction patterns for the WD and 

SD task in session 1; the average time spent in the most stable sub-group configuration 

in SD1 was not statistically different from the average time spent in WD1 (SD1 = 

1696.5; WD1 = 1899.375; Wilcoxon p=0.6735). Thus it appears that the greater degree 

of freedom offered in the SD task is the key factor. 
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3.3.3 Additional Post-Hoc Analysis

An additional implication of H1b is that specialization is more likely  to emerge 

in WD tasks than in SD tasks. To test  this intuition, I defined a participant within a 

group to be a specialist in an activity k in session t if he or she spent more than 50% of 

the total time spent on that activity  k by the group in session t.14  The extent of 

specialization in the group in a session was defined as the sum of the number of 

specialists in that group in that session. I found that in general, more specialization 

emerged in the WD task than in the SD task (significant by session (session 1 Wilcoxon 

p=0.0451, session 2 p=0.0098 as well as on aggregate: SD=0.125, WD=0.8125, 

Wilcoxon p=0.0013); even though both models allow for the same number of activity-

based task clusters to be identified. 

I also examined if the cognitive constraint had any  noticeable performance 

implications. I compared the error-adjusted rewards (i.e. the performance-based reward 

the groups receive at the end of their assembly time) based on whether the groups 

identified any activity-based task clusters by the end of the planning phase. I would 

expect that a group that starts the WD task with an object-based task division should 

fare worse than a group that starts the WD task with at least some activity-based task 

clusters. Out of the 16 groups, four groups started the WD task without any activity-

based task clusters. On average, those groups received a total of 4.50 currency units, 

while the groups with some activity-based task clusters from the start received an 

average of 12.00 currency units; the difference is marginally significant (p=0.0765). 

In the SD task, I saw no significant performance differences between groups 

that did or did not identify activity based task clusters. This may be because in the SD 

model, the gains from parallelism are just overwhelmingly large; it is also the easier 

model to assemble in a group under time pressure, as group performance was relatively 

high in the SD task, and less so in the WD task (task completed: SD=0.8125, 

WD=0.0625). This is true even if measured as the extent of completion at different time 

intervals (5, 10, 15, 20, and 25 minutes, Table 3.4 includes the numbers for t=10 and 

t=25). 

I also conducted additional analyses on the impact of the social interaction 

patterns on the division of labor. With respect  to the task division, I found that the 
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groups were equally careful in sessions 1 and 2 to find at least four task clusters (either 

of object  or activity) so that none of the group members would remain idle (average 

number of task clusters is 4.375, not significantly  different from the number of 

participants in each group – 4 in a paired t-test). This was particularly evident in the 

WD task where the initial conclusions in the groups’ discussions left them short of four 

task clusters. This may be seen as an instantiation of the humorous adage referred to as 

“Parkinson’s Law”.15  

However, with respect to the task allocation for the WD task in session 2, the 

groups broke up  their group structure in order to accommodate the relative lack of 

decomposability. Interestingly, the stability of sub-group structures across sessions in 

the WD1-SD2 sequence may  have led to a less efficient task allocation for the SD task – 

while four object-based task clusters were identified by the groups (average of 4.5 

object-based clusters in SD2), the average number of sub-groups used for SD2 was 2.75 

(significantly different from 4, paired t-test t=0.0053). Thus, groups identified four 

separable object-based task clusters for the SD task, and noticed that those could be 

worked on in parallel, but then proceeded to allocate those to the existing sub-groups 

rather than the four individuals.  

I also found that the distribution of rewards at the end of each session was 

always equal. Regardless of individual performance during the sessions (in terms of 

competence or effort), every group chose to split the rewarded money evenly  across the 

members. Even though as an observer I could identify a number of ‘less competent’ 

group members as well as a few who spent a large proportion of their time on ‘watching 

others’ or ‘doing nothing’ (on average 15.0% of time in the WD task (min=1.25, 

max=26.4 minutes) and 7.4% in the SD task (min=1.1, max=18.8 minutes), none of 

those were at the receiving end of negative remarks, actions, or consequences in terms 

of reward split. Thus, the participants seemed more inclined to split equally  than to 

argue for their (subjectively) fair share, an approach that may further signal their desire 

to preserve the social structure. It is also possible that this result is at least partly driven 

by a form of partition dependence (Langer & Fox, 2005). 

68

15 This law, articulated by Cyril Northcote Parkinson as “Work expands so as to fill the time available for 
its completion” can be extended in this context to the number of individuals required to complete a given 
task. (http://en.wikipedia.org/wiki/Parkinson’s_law)

http://en.wikipedia.org/wiki/Parkinson
http://en.wikipedia.org/wiki/Parkinson


3.3.4 Discussion

The findings from Experiment 1 provide evidence for systematic ways in 

which the decision-makers’ perception of the task and ‘history’ among the subjects play 

a role in the process of the division of labor. I find that object-based task clusters 

emerge more often than activity-based task clusters (H1a). This tendency  is moderated 

by the decomposability of the task, to the extent that the WD model makes activity-

based task clusters more salient, due to the relative lack of independent object-based 

task clusters (H1b). In additional analyses I see that specialists are more likely  to 

emerge in the WD task, even though the same set of activities underlies both tasks.  

The evidence from Experiment 1 also suggests a tendency for existing 

interaction structures to be preserved, particularly when going from a strongly to a 

weakly  decomposable task (H2a & b). Thus the general tendency to preserve interaction 

patterns is constrained by  the technological properties of the task - and the tendency is 

more likely to prevail if the SD task is encountered later, given the greater degrees of 

freedom it offers in terms of task allocation. Thus, history  - the existing social 

interaction pattern - can shape the emergence of the division of labor, but within the 

limits imposed by technological properties. 

While Experiment 1 offers encouraging evidence for the theoretical arguments 

developed above, it also raises a few questions. First, it is not clear if the evidence for 

the cognitive constraint  really  reflects a property of how people think when engaged in 

task division, or of how groups agree on task division; perhaps objects are just  easier to 

articulate and coordinate on as a basis for task division. (Note that it is implausible that 

the results are simply explained by participants anticipating greater gains from 

parallelism in the SD model, and greater gains from specialization in the WD model; 

this is because participants still identify more objects than activities in the WD task, and 

in fact do not identify all four activities in the WD task.)

Second, it is possible that the evidence for the two factors is confounded in this 

study; perhaps participants prefer object-based task division and the parallelism it 

entails in order to keep all group members simultaneously  occupied. Further, the 

observed tendency of the participants to construct a division of labor that kept all group 

members occupied (they found roughly  four task clusters of either activities or objects) 

may be a consequence of the tasks I selected (i.e. they could be broken up into four 
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tasks on average), rather than reflecting a “Parkinson’s Law”-like effect. To shed further 

light on these issues, I conducted a second experiment using the same set of tasks. 

3.4 EXPERIMENT 2

In experiment 2 I gave the same two Meccano models to individual 

participants and studied the planning phase only. In addition to their verbalized choices 

of task division and task allocation, I observed the non-verbalized behavior of the 

individuals by tracking their eye movements while they studied the instructions. The use 

of eye tracking to study attention patterns in individuals is well established in a variety 

of fields (see Duchowski (2002) for an overview). This method allows me to use the 

individual’s gaze as a proxy for his or her attention. Thus, I can draw inferences about 

the relative prevalence of information on the medium presented (here the instruction 

pages) as perceived by the individuals (e.g. Wedel & Pieters, 2000; Rayner et  al., 2001), 

and hence measure the cognitive constraint more directly. 

The task for these individual designers consisted in deciding how many group 

members to recruit for the assembly, and choosing a task division and allocation for 

those recruits. While the individual participants (designers) were paid a fixed fee 

independent of their choices, the reward for their (fictitious) recruits was identical to 

that in experiment 1. Note that experiment 2 differs from experiment 1 in two important 

ways: (1) it allows for a more precise measurement of the effects of the cognitive 

constraint; (2a) it removes any effects of prior social interactions on the task by 

implementing a centralized decision-making structure as opposed to a self-organizing 

group and (2b) it precludes the accumulation of joint group experience prior to choosing 

a division of labor for the second model. At the same time the task sequencing for 

participants (WD-SD and SD-WD) was the same as in Experiment 1. 

3.4.1 Procedure 

In experiment 2 I used the same Meccano model instructions as in experiment 

1, to be studied by a single ‘designer’ to make decisions about  the task division and task 

allocation. While these single participants did not engage in the actual execution phase, 

they  were initiated into the experiment by explaining that a group of subjects were to 

assemble two Meccano models in sequence on their directions. I described the same 
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rules and reward structure as in experiment 1 and asked the designers to study the 

instructions to make their decision. 

Each designer (of the 16 individuals drafted from the same subject pool but 

distinct from the group members in experiment 1) was shown the instructions for the 

two models on a computer screen while I tracked their eye movements, using a Tobii 

T60 (built-in desktop) eye tracker; the sequence of the models was reversed for half of 

them. I asked the participants to state how many individuals they  would select to 

assemble the model in 45 minutes (allowing up to four members). They were then asked 

to verbalize how they would divide and allocate the task among those group members. 

While I told the designers that the group members they recruited would receive the 

same monetary reward as in experiment 1, the subjects in experiment 2 were paid £10 

independent of their choices. 

Testing for the Cognitive Constraint. The eye tracking data allows me to 

observe a non-verbalized aspect of the participants’ process of the division of labor. The 

eye tracker accurately records which part of the screen the participant focuses on and 

for how long. I was able to measure the fixation time (seconds spent) on object-based 

versus activity-based visual information as well as the ratio of time spent looking at 

activity- to object-based task clusters to capture the relative difference across the SD 

and WD models. We should expect that participants spend more time focusing on 

object-based than activity-based task clusters, and that this ratio is greater for the SD 

model than for the WD model (H1a and H1b).

Unlike the participants in experiment 1, the individual designers in experiment 

2 were not exposed to any social interaction or group experience before they made their 

choices of task division and task allocation in session 2; therefore no direct test of H2a 

or H2b is attempted in this experiment. 

3.4.2 Results
Evidence for the Cognitive Constraint. Table 3.6 summarizes the results for 

experiment 2. Overall, the individual designers identified more object- (2.91) than 

activity-based (0.78) task clusters (paired ttest p<0.0001), although this tendency was 

weaker for session 2 than session 1 (Session 1: object-based = 3, activity-based = 0.625, 

paired ttest p<0.001; Session 2 object-based = 2.813, activity-based = 0.938, paired ttest 
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p=0.0197). These results are in line with the results from Experiment 1 and support 

H1a. Further, the number of activity-based task clusters identified was higher in the WD 

model than in the SD model among the individual designers in this experiment 

(SD=0.375, WD=1.19; Wilcoxon p=0.0073; SD1=0.25, WD1=1, Wilcoxon p=0.0372; 

SD2=0.5, WD2=1.375, Wilcoxon p=0.0751), providing strong support for H1b. 

Table 3.6 - Experiment 2: Summary of Results

Experiment 2 - Individual DesignerExperiment 2 - Individual DesignerExperiment 2 - Individual DesignerExperiment 2 - Individual Designer
  SD WD

Session 1 - 
Verbalized Choices

number of object-based task 
clusters

3.875 2.125

Session 1 - 
Verbalized Choices

number of object-based task 
clusters (0.295) (0.441)

Session 1 - 
Verbalized Choices

number of activity-based task 
clusters

0.25 1.00
Session 1 - 

Verbalized Choices

number of activity-based task 
clusters (0.164) (0.267)Session 1 - 

Verbalized Choices
number of group members

2.625 2.375
Session 1 - 

Verbalized Choices
number of group members (0.263) (0.263)

Session 1 - 
Verbalized Choices

ratio of activity/object task-
clusters identified

0.042 0.625

Session 1 - 
Verbalized Choices

ratio of activity/object task-
clusters identified (0.042) (0.246)

Session 1 – 
Eye tracking Data ratio of fixation on activity/object  

0.315 0.491Session 1 – 
Eye tracking Data ratio of fixation on activity/object  (0.036) (0.037)

    
  SD WD

Session 2 - 
Verbalized Choices

number of object-based task 
clusters

4.375 1.25

Session 2 - 
Verbalized Choices

number of object-based task 
clusters (0.532) (0.590)

Session 2 - 
Verbalized Choices

number of activity-based task 
clusters

0.5 1.375
Session 2 - 

Verbalized Choices

number of activity-based task 
clusters (0.189) (0.375)Session 2 - 

Verbalized Choices
number of group members

2.75 1.75
Session 2 - 

Verbalized Choices
number of group members (0.25) (0.25)

Session 2 - 
Verbalized Choices

ratio of activity/object task-
clusters identified

0.333 0.563

Session 2 - 
Verbalized Choices

ratio of activity/object task-
clusters identified (0.122) (0.175)

Session 2 – 
Eye tracking Data ratio of fixation on activity/object  

0.394 0.390Session 2 – 
Eye tracking Data ratio of fixation on activity/object  (0.021) (0.065)

The eye tracking data revealed that, in general, individuals displayed greater 

fixation times on the pictorial representations of the object-based than on the activity-

based instructions, regardless of the model (object=125.96; activity=48.78, Wilcoxon 

p=0.0000). This is despite the fact that the activity-based instructions are represented 

saliently  in a separate box for each step of assembly in both models (as shown in Figure 

3.2). This supports H1a. Partially consistent with H1b, I also found that the ratio of 

fixation time on activity-based to object-based instructions was greater for the WD 
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model than for the SD model in session 1 (SD1=0.32, WD1=0.49; Wilcoxon p=0.0025); 

however this difference disappeared for the second session (SD2=0.39; WD2=0.39). 

3.4.3 Additional post-hoc analysis

While I have removed the effect of social interaction in experiment 2, I may 

still be able to confirm indirectly whether the Parkinson’s Law result highlighted in 

Experiment 1 is due to the experimental setup or a ‘real’ result. Recall that I found in 

Experiment 1 that the groups were equally  careful in sessions 1 and 2 to find at least 

four task clusters (either of objects or activities) so that none of the group members 

would remain idle (average number of task clusters was 4.375, not significantly 

different from the number of participants in each group – 4 in a paired t-test). In 

experiment 2 I found that the designers consistently chose less than four members for 

their groups (average group size=2.88, different from 4, one-sample ttest p<0.0000), 

confirming the fundamental impact that the fixed group size in Experiment 1 had on the 

groups’ task division process. The individuals also chose systematically less members 

for the WD task than for the SD task, regardless of session (SD=3.3125, WD=2.4375, 

Wilcoxon p=0.0028), reflecting fewer opportunities for parallel work in the WD task.   

3.4.4 Discussion 

The results of Experiment 2 strengthen my confidence in the existence of the 

cognitive constraint  – individuals do indeed show a greater propensity to perceive 

object-based task clusters rather than activity-based task clusters when engaging in task 

division. These findings are in line with the choices made by the groups in experiment 

1. This tendency towards object-based task division seems to be reflected in their non-

verbal behavior (what they pay attention to) as much as in their verbalized choices and 

is manifested at  the individual- as well as group-levels; and it occurs in the absence of 

any history or social effects. Thus, even though object-based task division may be 

preferred by  individuals based on motivational reasons (Hackman & Oldham, 1976) or 

for ease of monitoring (Zenger & Hesterly, 1997), I show in experiment 2 that the 

cognitive constraint has at least an important additional impact on the participants’ 

choice.
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In contrast  to the findings for the groups in experiment 1, familiarity  with the 

task appears to weaken the individual designers’ tendency to choose object-based task 

clusters, as well as their tendency to focus more on activity-based task clusters in the 

WD model (eye fixation). It appears that this ‘experience’ effect is suppressed in 

groups; I speculate that the preference for object-based task clusters gets weakened with 

any experience (in groups and individuals, with or without hands-on experience), but it 

may  be that the greater ease of naming and describing objects rather than activities 

counteracts the experience effect in groups (Reagans, Miron-Spektor, & Argote, 2012).

There was no social or history effect by design in Experiment 2. However, I 

could indirectly assess whether the task division observed in Experiment 1 had a social 

component by contrasting it with that in Experiment 2, where there is none. The results 

suggest that this is indeed the case; participants in experiment 2 systematically recruited 

less than four group members for the same tasks as those in experiment 1. Hence the 

tendency towards preserving the existing social interaction structure appears to 

influence not only task allocation but also task division. 

3.5 Conclusion

The process of the division of labor is an integral part of organization design. 

In this chapter I examine this process in great detail by studying the decisions of task 

division and task allocation in the behavioral laboratory. I test to what extent the 

subjects’ cognitive constraints as well as the established social interaction patterns 

between them (history) affect their choices regarding task division and allocation. The 

results suggest that this process of division of labor is significantly  affected by the 

individuals’ tendency to perceive object-based task division more easily  than activity-

based task division. 

In addition, my results suggest that history has an important impact: the 

process of division of labor when a pre-existing group takes on a task is not the same as 

that when a group  is formed around a task. In the former case, the tendency to preserve 

the existing group structure - its boundaries and internal interaction patterns - may 

preclude certain divisions of labor and make others more likely. This tendency may 

confront and succumb to objective technological constraints in weakly  decomposable 

task environments, but if the technological properties offer many degrees of freedom in 
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organizing the work, then the preservation tendency may prevail. Specifically, the more 

decomposable task in the experiments allowed the existing interaction structure to 

prevail, but the less decomposable task did not. An organization designer who is blind 

to the existing social structure (as in experiment 2) may offer a means by which groups 

can avoid their past exercising undue influence on their division of labor.
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CHAPTER 4

The Effects of History on Corporate 
Reorganizations

4.1 Introduction

Corporate reorganizations are a common occurrence and indeed have been a 

focus of inquiry  since the inception of academic analysis of corporate strategy 

(Chandler, 1962). While the focus in this domain has largely been on which 

organization design and environmental factors trigger a given reorganization as an 

independent event (Burns & Stalker, 1961; Lawrence & Lorsch, 1967; Thompson; 

1967; Galbraith, 1973), several scholars have pointed to a pattern only observable when 

examining successive reorganizations. These scholars have highlighted that  firms show 

a tendency in their reorganization decisions to revert back to the organizational structure 

they  had previously  abandoned - and to do so repeatedly, creating a reversal pattern over 

time. For example, Mintzberg noted that “the swings between centralization and 

decentralization at the top of large American corporations have resembled the 

movements of women’s hemlines” (1979: 294); while Carnall points to the repeated 

choice between centralization and decentralization as one of the main design dilemmas 

firms face (Carnall, 1990: 18). This pattern of reversal has also been commented upon 

repeatedly in later work (Eccles & Nohria, 1992; Cummings, 1995; Nickerson & 

Zenger, 2002).

A reorganization is the CEO’s conscious decision to change the organizational 

units the employees are grouped into, be that around a set  of products, geographic 

regions, users, or functions (or a combination of these). Since there are realistic limits to 

effective integration of efforts within a unit as unit size increases due to bounded 

rationality (Simon, 1945) and opportunism (Williamson, 1975), the partitioning of the 

organization into sub-units is inevitable (Lawrence & Lorsch, 1967). The key issue then 

becomes which among several possible groupings is most useful at a given point in 
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time, recognizing that any choice implies emphasizing some interactions (within units), 

while deemphasizing others (across units) (Nadler & Tushman, 1997). As such, a 

reorganization is one of the tools at the CEO’s disposal to address important 

organizational challenges, a tool which allows him or her1  to change the employees’ 

focus around particular problems that need to be addressed, or new market opportunities 

that should be realized (Nadler & Tushman, 1997). Reorganizations have been studied 

extensively  as a realignment tool in the context of organization design (Chandler, 1962; 

Lawrence & Lorsch, 1967; Thompson, 1967; Galbraith, 1973). We have learnt about 

several important triggers of reorganizations such as changes in strategy, leadership, 

environmental conditions, age, and corporate scope (Chandler, 1962; Kimberly & 

Miles, 1980; Egelhoff, 1982; Fligstein, 1985; Karim & Mitchell, 2000; Agarwal & 

Helfat, 2009), and scholars have also noted tendencies for firms to conform to the 

examples set by  competitors (Fligstein, 1985; Haveman, 1993). While these factors 

explain why an individual reorganization may occur, they cannot account for the 

reversal pattern over time, unless we make the highly implausible assumption that these 

external factors themselves show cyclicality. 

To date, we have accumulated some anecdotal evidence for this reversal 

pattern, and a theoretical explanation for its occurrence has been proposed. In particular, 

Nickerson and Zenger (2002) suggested that the repeated reversal between 

centralization and decentralization is the CEO’s attempt to overcome the limitations of 

organizational structure by preventing excessive alignment between how the employees 

get work done (the informal organization), and what the reporting structure directs them 

to do (the corporate structure). While this is an important first step, the dichotomy 

applied to the structural choice set (between centralization and decentralization) and 

other simplifying assumptions, which underlie much of the anecdotal and theoretical 

work on this topic, limit our understanding of this phenomenon. In particular, if the set 

of feasible corporate structures is limited to two, a reversal appears to be the only 

possible outcome of any reorganization decision; and if we do not account for the 

differences that  different structures impose on the employees’ behavior, we will gain 

only limited insights into what drives these decisions. 
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In this chapter, I highlight that a more careful consideration of the different 

types of structure an organization may adopt is necessary to make a clear distinction 

between reorganizations in general and reversals in particular. I argue that 

reorganization and reversal decisions may be driven by different mechanisms. While 

changes in external factors create pressures to realign the internal structure to the new 

external conditions thus leading to reorganizations (e.g. Lawrence & Lorsch, 1967; 

Thompson, 1967; Galbraith, 1973), the CEO may choose to revert back toward the type 

of structure previously abandoned because of recurrent problems created by the 

organizational structure itself (Cyert & March, 1963; Nickerson & Zenger, 2002). In 

doing so, I highlight the effect of prior structures on the choice and timing of 

subsequent re-design choices. 

I focus on the strategic role reorganizations can play as a tool to focus the 

employees’ attention around the most pressing challenge or issue the CEO identifies at a 

given point in time in order to explain the reversal decision. While the organization 

structure is a powerful focusing device, it has strong limitations in that it can focus the 

employees around a limited set of issues only, and the deficiencies of any organization 

structure become apparent over time (Nadler & Tushman, 1997). Hence, the CEO may 

make a conscious decision to revert towards the previously  abandoned type of structure 

in order to alleviate the shortcomings of the current organization design – even in the 

absence of any external triggers for structural change. These insights allow me to 

develop theory that highlights why the rate at which reversals occur is driven by the 

current type of structure held by the organization. To date, the rate of reversal has been 

assumed to be constant, i.e. independent of the structure held by the organization. I 

probe deeper into the mechanism that drives the reversal and highlight that we should 

expect an asymmetric rate of reversal as a function of the current structure held by the 

organization. Given that the type of structure adopted significantly impacts the 

employees’ collaboration behavior, we should expect that the speed of achieving the 

desired level of collaboration is also significantly  (and differentially) affected by who 

the structure groups together. 

Empirically, I show that the reversal pattern does indeed occur systematically 

in the industry under study, thus providing a first large-sample test of this phenomenon. 

However, it is conceivable that all reorganization decisions are driven by changes in the 
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contingencies; the anecdotal evidence on the reversal patterns could be explained by  a 

regression to the mean effect, i.e. as an occasional chance event. In order to strengthen 

the empirical test, I adopt this regression to the mean explanation as a more 

sophisticated Null Hypothesis against  which to test the reversal hypotheses. 

Furthermore, I test the macro-effects of the theory developed in this chapter and show 

empirically  that  the type of structure does indeed drive asymmetry in the rate of 

reversal. In order to test the theory effectively, I develop a way of operationalizing 

organizational structure as a continuous measure, which will allow me to better capture 

reality. To test  the theory developed, I use a unique dataset on the global cellphone 

manufacturing industry that contains all corporate-level reorganizations for the vast 

majority of firms from the inception of the industry in 1983 through 2008. 

4.2 Theory

4.2.1 Corporate Reorganization: A Shift in Structural Emphasis

According to the anecdotal evidence, the reversal pattern consists of a 

pendulum-like back-and-forth between centralization and decentralization. If we 

consider Mintzberg’s quote from the introduction, he highlights how large corporations 

appear to repeatedly cycle between these two structures. Similarly, Nickerson and 

Zenger (2002) present anecdotal evidence describing how HP, Ford, and KPGM  showed 

repeated shifts between centralizing their corporate structure followed by 

decentralizations. This degree of simplification in the terminology is misleading for two 

reasons; if taken literally it implies (1) that the CEO effectively pulls the last 

organization chart out of her drawer and re-implements what she abandoned the last 

time around; and (2) that the CEO has no choice but to decentralize the firm if it is 

currently centralized and vice versa (which makes the reversal pattern tautological). 

Thus, while the construct of centralization is useful in describing certain aspects of an 

organizational structure (e.g. Zannetos, 1965), applying it to the corporate structure as a 

whole leads to a misrepresentation of the phenomenon of reversal. 

In today’s business world we are accustomed to seeing corporate structures that 

are either organized around (at least) two dimensions in a matrix structure (e.g. user-

focused and product-focused units (Galbraith, 1971; 2008)) or to follow a different kind 

of hybrid structure that consists of a number of company-wide functional units (such as 
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a corporate R&D unit) and a number of product-focused and geography-focused units 

(or any other combination of the four basic grouping dimensions outlined by Gulick 

(1937), by  product, user, geography, or function). While small organizations may 

function well without much formal structure, larger organizations require the grouping 

of employees into organizational units in order to facilitate coordination and 

cooperation within the units, while also putting in place linking mechanisms to connect 

individuals across organizational units (Lawrence & Lorsch, 1967; March & Simon, 

1958; Nadler & Tushman, 1997). Given the multiplicity of grouping dimensions applied 

to hybrid structures, the interpretation of what constitutes a centralized structure is 

rather difficult to ascertain. Furthermore, attempting to force these complex structures 

into one of the two extremes of centralization and decentralization would disregard 

important variation. 

I therefore adopt an alternative conceptualization of corporate structure, which 

allows me to compare these rather complex hybrid structures on a continuum of 

possible structural choices. Rather than attempting to judge the corporate structure as a 

whole, I shift the focus to the corporate-level units (i.e. the units that report directly  to 

the CEO) and ascertain the grouping logic for each of those units separately. At the most 

fundamental level, an organizational unit can either be focused on a particular value-

chain activity such as R&D, manufacturing, or sales (Porter, 1985), or on a particular 

output such as a product category  or user group (including geographic regions) (Nadler 

& Tushman, 1997). Thus, an activity-based unit pools all the employees across different 

product- and user-groups into one unit in order to focus them around their functional 

specialization (e.g. into one R&D unit for PC components, tablets, and cellphones) – I 

will refer to such units as having an intra-functional focus. On the other hand, an 

output-based unit pools all the employees across different functional specializations into 

one unit in order to focus them around a particular product  category  (e.g. into one 

cellphone unit, combining R&D, manufacturing, and sales for that product group) – I 

will refer to such units as having a cross-functional focus. These two grouping logics 

are illustrated in Figure 4.1, panel (a) and (b), respectively. 
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Figure 4.1 - Types of Structure

Once each of the corporate-level units are categorized according to their basic 

grouping logic, we can aggregate them to get an idea of the structural emphasis of the 

corporate structure.2  A simple example may highlight the advantages of this approach. 

Panel (c) in Figure 4.1 depicts an organizational structure that is organized by products 

and functions. However, even for this relatively  simple hybrid structure it is not clear to 

what extent this is a centralized or decentralized structure. On the other hand, it is easy 

to categorize each of these corporate units according to their basic grouping logic, 

which results in two intra-functional (R&D, Sales) and three cross-functional units 

(cellphones, tablets, PC components) – thus, the structural emphasis of this particular 

organization leans towards more cross-functional focus. The purpose of this 

categorization is not to put a label on the type of structure, but rather to serve as a 

starting point against which to judge subsequent structural choices.3

Adopting this conceptualization has two important  implications: (1) a CEO 

may show reversal in the structural emphasis of the choices he makes in subsequent 
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category, it strips away some interesting variation,  and makes a number of simplifying assumptions.  In 
particular, it assumes that the corporate units (regardless of type) are of roughly the same size. 

3  In the extreme, the categories of centralization and decentralization map onto this new 
conceptualization: If all corporate-level units are intra-functional (Figure 1(a)), the structure can be 
interpreted as a centralized organization (equivalent to Chandler’s (1962) functional form in which the 
authority rests with headquarters); on the other hand, if all corporate-level units are cross-functional 
(Figure 1(b)), the structure can be interpreted as a decentralized organization (equivalent to Chandler’s 
(1962) divisional or M-form in which the authority rests with the business units).



reorganizations without ever touching the exact same previous structures again. Hence, 

we are talking about a relative reversal towards a particular focus of the overall 

structure as opposed to a reversal to the exact same structure previously abandoned; and 

(2) even under the prevalence of such hybrid structures as depicted in Figure 4.1(c), the 

CEO will almost always have a choice to change the corporate structure in one direction 

or another, that is to say, to shift the structural emphasis of the organization towards 

more intra-functional or more cross-functional focus, regardless of its current focus. 

Thus, the reversal towards the previously abandoned focus becomes an actual choice as 

opposed to the inevitable consequence of the decision to reorganize. 

The existing theory on why reversals persist over time posits that the CEO 

engages in reversals in order to maintain the desirable level of alignment or 

misalignment between what the reporting structure directs the employees to do 

(organizational structure) and how they  get work done (the informal organization) 

(Nickerson & Zenger, 2002; Gulati & Puranam, 2009). The informal organization refers 

to the emergent patterns of interactions which is influenced by the organizational 

structure but not  imposed from the top; rather it is generated by the repetitive activities 

of the employees’ job descriptions (Mintzberg, 1979) and the formation of informal ties 

between employees due to frequency  of contact and homophily (Smith-Doerr & Powell, 

2005). Under the assumptions that the organizational structure can only  take on discrete 

configurations (e.g. centralization and decentralization), and that the ‘ideal’ 

organizational configuration would lie in between those discrete options, a systematic 

reversal in successive reorganizations would effectively ensure that such mid-way 

solution was obtained - albeit temporarily  - given the slow adjustment of the informal 

organization to changes in the formal structure (Nickerson & Zenger, 2002). Thus, 

CEOs ‘oscillate’ between centralization and decentralization in order to prevent 

excessive alignment. As such, the desire to maintain misalignment is interpreted as both, 

the reason for reversal as well as the trigger of the next reorganization.

Much of the focus of the existing theory on the reversal pattern rests on the 

conditions under which a misalignment between the formal and informal organization 

may be more or less desirable (Nickerson & Zenger, 2002; Gulati & Puranam, 2009). In 

contrast, the goals of this chapter are twofold. In a first step, I aim to disentangle the 

mechanisms underlying the reversal pattern on the one hand and the reorganization 
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decisions on the other; while the established theory on the reversal pattern assumes 

away external triggers of change and proposes that the desired level of alignment will 

induce the CEO to revert back to the other extreme, the complexity of actual structures 

and the variety  of external pressures to reorganize present the CEO with a real choice of 

when to reorganize, and whether to increase or decrease the current structural emphasis 

at any point in time. Thus, on the back of the development of a workable definition of 

the reversal itself as a relative shift in the structural emphasis, the starting point of this 

chapter is the theoretical distinction behind the drivers for reorganizations in general 

and reversals in particular with an empirical validation of the reversal pattern – newly 

defined - across firms and over time. In a second step, I aim to deepen our insights into 

the mechanism that drives this reversal pattern (i.e. the choice to shift structural 

emphasis away  from the current one), by  developing theory  that speaks to the expected 

rate of reversals; I highlight that we should expect an asymmetric rate of reversal as a 

function of the current structure held by the organization.

4.2.2 Why do Reversals Occur and Persist over Time?
In order to understand why a reversal pattern may  occur and persist over time 

we need to answer two related but  distinct questions, namely (1) what triggers the 

decision to reorganize (not all reorganizations need to be reversals)? And (2) what leads 

to the decision of reversal (as opposed to another type of structure)? 

The literature on organization design has established a host  of external triggers 

of reorganizations, such as changes in strategy, leadership, environmental conditions, 

age, competitors’ structure, and corporate scope (Chandler, 1962; Kimberly & Miles, 

1980; Egelhoff, 1982; Fligstein, 1985; Haveman, 1993; Karim & Mitchell, 2000; 

Agarwal & Helfat, 2009). These triggers suggest that a reorganization will occur in 

order to fix the misfit between the organizational structure that resulted from changes in 

the firm’s environment (broadly defined4); however, this fit  argument does not consider 

the current corporate structure as a factor in the choice of the newly adopted one. 

Nevertheless, changes in strategy, competitors, or the firm’s market conditions may 

trigger the decision to change the corporate structure without necessarily generating a 
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reversal pattern over time. Thus, reorganizations in general are interpreted as a 

realignment tool of the internal structure to changes in the external environment.

The established theory on the reversal pattern adds a possible internal trigger 

for reorganizations to this list, namely the CEO’s choice to prevent excessive alignment. 

Thus, the CEO will initiate a new reorganization once she observes that the employees’ 

behavior has adapted to the corporate structure. However, given the simplifying 

assumptions made about the structural choice set, the decision to choose to revert or not 

for a given reorganization is left unexplored. Thus, the question remains under what 

conditions the CEO would freely decide to revert the structural emphasis of corporate 

structures adopted over subsequent reorganizations. Building on prior research in this 

and related areas, I posit that two simple observations about organizational structure and 

reorganizations are necessary  and jointly sufficient to explain a tendency of reversal in 

structural emphases as a logical progression of successive reorganizations in the 

absence of external triggers, namely structural limitations and adjustment lag. 

Structural Limitations - The purpose of any corporate structure is to focus the 

employees’ attention around a certain challenge or goal that the CEO deems most 

relevant to accomplish (Simon, 1945; March & Simon, 1958; Chandler, 1962); this may 

be to increase market share in a particular segment, to generate higher profits, or to 

outbid competitors. While the corporate structure is but one lever at the CEO’s disposal, 

it is arguably the most powerful one, in that it shapes the employees’ daily interactions, 

by influencing who they  sit close to and hence, who they interact with the most (Allen, 

1977), who they report to, and what actions they get paid for etc. (Nadler & Tushman, 

1997). This is not to say that other aspects (such as recruitment, selection etc.) are 

unimportant, but rather that the corporate structure can make those other aspects either 

more effective or ruin their usefulness. Given the importance of reorganizations as a 

strategic tool, it should come as no surprise that we see frequent reorganizations. 

However, with all its power in influencing employees’ attention, the organizational 

structure has some important limitations. Most notably, it is limited in the number of 

goals or challenges it can effectively address at a time (Lawrence & Lorsch, 1967). 

While we can conceive of very complex matrix structures that expect the 

simultaneous focus on several geographic regions, user-groups, and global product lines 

to maximize profit and market responsiveness in each of those areas (Galbraith, 1971), 
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we already know that these structures are difficult to implement (Davis & Lawrence, 

1977; Galbraith, 2008). What makes their effective implementation challenging is the 

demands they put on the employees; with limited resources (e.g. time, cognitive 

capacity, budget) and important social factors influencing choices (e.g. power, career 

aspirations, favors), employees work more effectively if they report to one or two 

supervisors rather than several with competing goals (e.g. Joyce, 1986; for a 

comprehensive review of the advantages and disadvantages of matrix structures see 

Ford & Randolph, 1992). The limitation of organizational structure becomes even more 

apparent when we try to create a structure that  focuses the employees around market 

responsiveness on the one hand, while emphasizing cost cutting and efficiency on the 

other. These goals are fundamentally opposing, and so the organizational structure alone 

cannot successfully focus the employees’ attention and behavior to achieve both these 

goals simultaneously (Porter, 1985; Tushman & O’Reilly, 1996; Gulati, 2011). 

Two fundamental issues lie at the core of this structural limitation. First, 

employees have limited resources (e.g. time, cognitive capacity, budget), and spreading 

these too thinly will result in subpar performance on all their goals (Joyce, 1986). 

Secondly, and more importantly in this context, competing organizational goals cannot 

successfully  be addressed simultaneously through an organizational structure. As we 

move along the continuum of structural emphasis from intra- to cross-functional focus, 

a choice between (a) an improvement in organizational efficiency  by cutting cost and 

streamlining operations, and (b) an increase in market responsiveness and speed of 

development of new offerings by focusing attention around certain geographic or 

product markets (Porter, 1985; March, 1991) seems inevitable. This also implies that 

there is an inherent  tradeoff in the structural emphasis regarding the problems it solves 

and the problems it creates. Therefore, solving problems that pertain to one of these 

dimensions through the corporate structure comes at the expense of solving the other 

and vice versa.

Adjustment Lag - The announcement of a reorganization is only the first step 

of addressing the goal or challenge the CEO has in mind. It is only  through the 

implementation of the required changes that the goals and challenges may be solved. 

But what does it mean for a reorganization to be implemented? Apart from the logistics 

of moving employees into their new units and drawing up the organization chart with all 
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its implications (e.g. establishing new reporting and remuneration paths, disseminating 

information about the changes), it  is the employees’ behavior in solving their tasks and 

who they approach to collaborate on their work that needs to adjust to the changes in the 

corporate structure in order for the reorganization to show its desired effect. The 

purpose of grouping employees into the same unit is to facilitate the communication and 

coordination of their activities by aligning their incentives around the same 

organizational sub-goals (at the unit-level), and by providing the necessary room for 

effective collaboration (Lawrence & Lorsch, 1967; Nadler & Tushman, 1997). The time 

lag and even limitations of this behavioral adjustment have been widely studied, and its 

effects have been pointed out to be both detrimental (Miller & Friesen, 1984; Lamont, 

Williams, & Hoffman, 1994) as well as potentially beneficial for the firm (Nickerson & 

Zenger, 2002; Gulati & Puranam, 2009). 

The CEO will be induced to reorganize when she perceives the current 

structure to be inadequate in solving the most severe problems the organization faces 

(Simon, 1945; Cyert & March, 1963). Thus, the decision to reorganize (irrespective of 

the reversal decision) may  well be driven by  external factors alone and – as such - 

maintains theoretical independence from the current structural emphasis. However, the 

structural limitations can be interpreted as the source of a particular kind of problem 

where the structural choice in its solution already contains the seed for creating the next 

problem - thus, solving one problem (through structure) actively creates the next one. 

Given the adjustment lag, these problems do not surface instantaneously, but come to 

the CEO’s attention after an adjustment period. Thus, given the structural limitations 

and adjustment lags following reorganizations, the CEO will implement reversals 

specifically in order to balance the problems and solutions that structures with a relative 

focus on intra- versus cross-functional emphasis provide. Note that these observations 

do not require the CEO to actively  aim for a misalignment between the formal and 

informal organization (Nickerson & Zenger, 2002), but merely to consider the 

additional problems and challenges generated by the structural limitations as issues 

equivalent in importance to those problems generated by a misfit between the internal 

structure and its environment. Thus, the misalignment argument forms a special case of 

this more general explanation of reversals.
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In a world of stable environments, lack of growth and strategic changes, each 

reorganization would show a shift away from the current structural emphasis, i.e. an 

organization with relatively  more intra-functional units would be expected to shift 

toward more cross-functional focus in the next reorganization, and back toward more 

intra-functional focus during the subsequent change. This neat succession of reversals 

would be due to the fact that the only mechanism driving any need for structural change 

would be the structural limitations outlined above and the relatively  slower adjustment 

of employees’ behavior to changes in the organizational structure. However, reality  is 

rarely this neat. Thus, while we would expect the reversal pattern to show a pendulum-

like shift between more intra-functional and more cross-functional focus as the CEO 

tends to the problems created by each of those structures, external changes and the 

CEO’s reorganization decisions triggered by those changes (as opposed to the internally 

generated issues) will make this pattern less pronounced. Nevertheless, as long as the 

rate of the external changes is not systematically higher than the rate at which the 

internal challenges are generated, we should still expect to see a reversal tendency. I 

therefore hypothesize that 

Hypothesis 1a - The greater the intra-functional focus in the 

current structure, the lower the probability of a shift toward 

more intra-functional focus in the next structure.

Hypothesis 1b - The greater the intra-functional focus in the 

current structure, the greater the probability of a shift toward 

more cross-functional focus in the next structure.5

Regression to the Mean - If we disregarded the observations about the 

structural limitations and adjustment lag, and only considered external triggers to drive 

the CEO’s reorganization decisions we could still account for the anecdotal evidence 

regarding the reversal patterns by making the following arguments: Under the 

assumptions that (1) any given reorganization is triggered by the well-established 
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external factors outlined above (e.g. changes in leadership, strategy, environmental 

factors), and (2) the choice of new structure is made independently of the firm’s current 

structure, we can think of successive reorganizations as independent draws of new 

structures from a given distribution, with an unknown mean (which may or may not 

change over time). If the choice of structure in reorganization rt is relatively  far to the 

right of the true underlying mean of structures in the distribution, the next choice of 

structure rt+1 is likely to be closer to the mean - namely  to the left of rt, as shown in 

Figure 4.2. A reversal pattern will emerge if the subsequent choice of new structure rt+2 

falls between the first two choices. 

Figure 4.2 - Reversal by Chance based on Regression to the Mean

Surely, such a pattern will only occur occasionally, however, its occurrence is 

not inconceivable and could well account for the anecdotal evidence on which the 

theories and accounts of the reversal of reorganizations rests to date. The important 

difference to the choice explanation is that we have no reason to believe that  this 

reversal pattern will go on indefinitely, or even beyond the single instance of reversal - 

as time t  tends to infinity, the choice of structure approaches the true mean. The timing 

of the next reorganization is driven by changes in external factors. Therefore, in the 

absence of further external change, there is no reason to change the underlying structure 

again. Note that the theoretical distinction between this chance explanation and the 

reversal mechanism outlined above is simple - in the former, reversals will stop after a 

brief back-and-forth, while the latter would predict indefinite chains of reversals. Given 
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the plausibility of this alternative explanation, I will take this as the Null Hypothesis 

against which to test the systematic reversal tendency. Thus, support for Hypotheses 1a 

and 1b showing that reversals occur systematically  across firms and over time would 

lend support to the reversal mechanism over the regression to the mean based argument.

4.2.3 The Current Structural Emphasis Determines the Rate of
  Reversals

While the external triggers of reorganizations are well established in the 

literature, our understanding of the reversal pattern as a subset of successive 

reorganizations is rather sparse. Up to this point, I have proposed that  the reversals in 

structural emphases are the CEO’s conscious attempts to deal with the internal, 

recurrent problems created by the structural limitations and adjustment lag. Thus, we 

have enhanced our insight into the reversal tendency by distinguishing between the 

purpose for reorganizations and reversals. To further enhance our understanding of this 

phenomenon it is worth probing into the mechanism underlying the reversal pattern in 

greater detail. The existing theory  proposes that the reversals are intended to maintain a 

certain level of misalignment between the corporate structure and the informal 

organization to overcome the shortcomings of the corporate structure. It  is the 

adjustment lag that makes the level of misalignment feasible. However, the existing 

theory  focuses on the conditions under which a misalignment between the formal and 

informal organization may be more or less desirable and assumes that the readjustment 

occurs at a constant rate (Nickerson & Zenger, 2002). 

In order to gain deeper insights into the mechanism that drives this reversal 

pattern I probe into the factors that influence the rate of the adjustment lag itself. Recall 

that the purpose of any reorganization is to focus the employees’ attention around a 

particular set of goals or challenges the CEO deems most important to address at  the 

time. Furthermore, the CEO will only see the effect of the reorganization after some 

time has passed during which the employees adjust their way of ‘getting things done’ to 

the new corporate structure (e.g. Miller & Friesen, 1984). This adjustment process starts 

with the grouping of a set of employees into a new unit, based on which their incentives 

are now aligned (Nadler & Tushman, 1997). They are requested to coordinate their tasks 

among the employees within the new unit, which was created to facilitate 
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communication and collaboration in the first place (Lawrence & Lorsch, 1967). Once 

the group  of employees has found a way to collaborate effectively  within the new unit 

(rather than with their colleagues from their old unit now grouped into a different unit), 

the way they ‘get things done’ has adjusted to the changes in structure. 

If we assume that employees are homogeneous, i.e. all employees are equipped 

with the same specializations, backgrounds, and expertise, the rate at which this 

adjustment process will show visible effects will be the same, whether we increase the 

number of cross-functional or intra-functional units. However, several scholars have 

investigated the extent to which employees of different organizational functions (such 

as scientists in an R&D unit  or sales people in the global sales office) show differences 

in the way  they  approach their tasks and make sense of their environment (Joyce, 1986; 

Dougherty, 1992; Cronin & Weingart, 2007). In an insightful qualitative study, 

Dougherty (1992) describes how the different ‘knowledge funds’ which employees from 

different areas of expertise possess create very different  ‘thought worlds’ through which 

these individuals perceive the world, leading to differences in what they define as 

problems and what tasks they priorities. 

If we take these fundamental differences in the way problems are perceived 

and how tasks are approached as given, we can draw important  inferences for the 

relative adjustment speed of the employees’ behavior to different types of changes. For 

example, if an employee of type A is grouped together with other employees of the 

same type (say, a group of engineers), they are more likely  to belong to the same 

thought world (Dougherty, 1992) and face less representational gaps (Cronin & 

Weingart, 2007), captured by the extent to which the Venn diagrams in panel (a) of 

Figure 4.3 overlap. However, if the same employee is grouped together with other 

employees of types A, B, and C (say, a group of engineers, sales mangers, and 

procurement managers), the extent to which they share a common knowledge base will 

be dramatically lower (panel (b), Figure 4.3). 

To make this intuitive point more formally, we can represent an organization 

with two corporate level units in a task structure matrix, which captures the 

interdependence between the employees (see Figure 4.4); in these matrices the 

employees are represented by  numbers one through eight, and the ‘x’ inside the matrix 

represent interdependence between them. Let us say employees E1 through E4 are 
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engineers, and employees S1 through S4 are sales managers, and the organization 

produces two products, P1 and P2. The two grouping logics are by output (P1, P2) or

Figure 4.3 - Overlap of Knowledge by Types of Employees6

activity (R&D, sales). If we group  the employees around activities, the organizational 

structure imposes a collocation of all engineers into one R&D unit, and all sales 

managers into a separate Sales unit (regardless on which product they work on), this is 

depicted in Figure 4.4, panel (a). In contrast, Figure 4.4 (b) shows a grouping of 

employees by  output – engineers and sales managers working on product  1 are grouped 

into one unit, and similarly  for product 2. When contrasting the task structure matrices 

across these two structures, the important points to notice are that (1) while agent 

interdependence within each of the units (regardless of the grouping logic) remains the 

same (number of ‘x’ inside and across each of the units is eight in both examples), (2) 

the employees’ ‘neighbors’ in an activity-based unit  are mostly people of relatively 

similar knowledge funds, and in an output-based unit they are mostly people with very 

different knowledge funds. Thus, the increased ease in achieving effective collaboration 

is not due to a lower level of interdependence in units that group employees based on 

activities (into intra-functional units), but rather due to their common background and 

possibly homophily, which facilitates effective collaboration.7
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employees.

7  The focus of this paper rests on the corporate level, i.e. the layer directly reporting to the CEO. 
Naturally, additional intra- and cross-functional units will be nested inside those first-level units. This 
implies that a cross-functional corporate unit contains intra-functional units at lower hierarchical level 
and vice versa. However, the argument I am making here is one of relative ease of achieving 
collaboration, keeping the level of analysis constant. 



It follows that the speed with which employees adjust  to working effectively 

with their colleagues in the new organizational unit they are grouped into after a 

reorganization is influenced by the grouping logic – if they are grouped based on 

activities, they should achieve effective collaboration relatively more quickly than if 

they  are grouped together based on outputs. Thus, the adjustment lag should be 

relatively smaller if the current structure has a strong intra-functional focus, and 

relatively larger if it has a strong cross-functional focus.8

Figure 4.4 - Task Structure Matrices by Activity and Output9

   panel (a)     panel (b)

This implies that the reversal rate is non-random and should show an 

asymmetry – if the current structure has a strong intra-functional focus the next reversal 
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8 This assumes that a structure that has a strong focus on intra-functional units groups a greater proportion 
of employees based on an activity-based grouping logic. If the number of employees in the corporation 
stays the same, this assumption is not implausible. However, even if intra-functional units were 
systematically larger (or smaller) than cross-functional units, the relationship would still hold as this 
hypothesis looks at an absolute focus on one dimension and the likelihood of switching away from it (as 
opposed to a relative shift as in H1). 

9 Figure 4.4 represents the task interdependence between employees of different types (engineers E1-E4 
and sales managers S1-S4) in two different organizational structures,  working on two different products, 
P1 and P2. Say E1, E2, S1, and S2 work on P1 and E3, E4, S3,  and S4 work on P2. Panel (a) represents a 
grouping into intra-functional units based on activities – all engineers (regardless of their product) are 
grouped into one unit, while all sales managers are grouped into a separate unit.  Panel (b) represents a 
grouping into cross-functional units based on outputs – all employees working on Product 1 are grouped 
into one unit, while all employees working on Product 2 are grouped into a separate unit.  While the 
number of ‘x’s are constant within and between units across the two structures, the employees in panel (a) 
are grouped together with more colleagues that are highly similar to them, than the employees in panel 
(b).



should occur relatively sooner, while it should occur relatively  later if the current 

structure has a strong cross-functional focus.

Hypothesis 2 - The time to the next reversal is longer if the 

current structure has a predominantly cross-functional focus, 

than the time to the next reversal if the current structure has a 

predominantly intra-functional focus.

Can this prediction be accounted for by the regression to the mean 

explanation? Recall that the regression to the mean explanation predicts that the driver 

of reorganizations is the occurrence of some external event that throws the 

organization’s structure into misalignment with its environment. Therefore, the timing 

of a reorganization is purely driven by the rate of change of the different external factors 

(which are beyond the ability of the CEO or the researcher to predict).  The reversal 

pattern would be generated by regression to the mean of successive draws from the 

distribution of possible structures, sometimes generating an apparent reversal pattern. 

Again, I take the chance explanation as the Null Hypothesis for H2, which predicts no 

relationship  between the rate of reorganizations and the type of the current structure. 

Support for H2 would therefore show that the reversal mechanism has relatively greater 

predictive strength than the regression to the mean explanation in explaining the 

reversal pattern.

4.3 Methods

4.3.1 Sample Selection

I test the hypotheses on a sub-segment of the Information and Communication 

Technology industry, namely  on the global cellphone manufacturing industry. This 

industry is well defined, with a relatively small number of firms contributing to more 

than 99% of the global market. In addition, it  is a relatively young industry (with the 

launch of the first commercial cellphone in 1983) allowing for data collection from the 

birth of the industry, which prevents survival bias in the sample selection. The segment 

shows a relatively high number of corporate-level reorganizations, which is an 

important sampling criterion for this study, given that I need to observe at least 2 
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reorganizations per firm (on average) over the observation period in order to test for 

possible reversal tendencies. 

Figure 4.5 - Overview of the Data

Firms entry number,of,
reorganiza2ons exit

Motorola 1983 8 %
Siemens 1985 4 2005
Nokia 1986 5 %
Ericsson 1987 9 2001*
Mitsubishi,Electric 1987 1 2007
Benefon 1988 3 %
Kyocera 1991 0 %
Panasonic 1991 2 %
Samsung,Electronics 1991 5 %
Sharp 1991 3 %
NEC 1992 9 %
Safran,,Sagem 1992 4 2008
Toshiba 1993 5 %
Sanyo 1994 6 2008
HTC 1997 0 %
Huawei 1997 1 %
LG,Electronics 1997 7 %
PantechCuritel 1997 2 %
Sony,Electronics 1997 6 2001*
Acer,Peripherals 1998 3 2001
BenQ 1998 3 %
Ningbo,Bird 1998 0 %
TCL,Communica2on,Technology 1999 2 %
Amoi 2000 2 %
FIC 2001 0 %
Haier 2001 2 %
Palm 2001 5 %
Sendo 2001 0 2005
Sony,Ericsson 2001 0 %
Handspring 2002 2 2003
RIM 2002 0 %
Asustek 2003 2 2008
UTStarcom 2004 2 2008
Apple 2007 0 %

* Ericsson and Sony Electronics were coded as having exited the industry as separate entities.  Sony 
Electronics was founded as a separate entity with its own operations based on London, separated from 
both parent companies’ headquarters.
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The sample for this study  contains 102 corporate-level reorganizations by 34 

firms over 25 years, from 1983 through 2008. The sample selection started with 

Gartner’s listing of firms with highest market  share in 2008, further supplemented by 

searches on Hoover’s, GSM’s website (a standard setting body), and the web to capture 

all major cellphone manufacturers. In addition to tracking the 21 firms identified in 

2008 back to their founding (or their entry into the cellphone telephony  market), I 

conducted this same search for each year from 2008 to 1983. The final sample contains 

the firms that hold a combined global market share of over 99% in 2008 and all 

previous years, a total of 34 firms. The final percentage point is comprised of small 

firms (many  of which reside in China) that specialize in replicating other firm’s phones 

for local sales. The reason for the exclusion of those firms is lack of viable data. Hence, 

the results of this study should not be interpreted as indicative of the Chinese cellphone 

manufacturing segment. Figure 4.5 lists all firms included in the sample, with the years 

of founding, entry into the cellphone manufacturing segment, the number of 

reorganizations included in the sample, and (where applicable) their year of exit from 

the industry. 

Reorganization-Level Data - Reorganization-level data was manually 

collected from trade press and newspaper articles, accessed through Factiva. These data 

sources were supplemented by annual reports, companies’ websites, press releases, and 

analyst reports. Using these different data sources, I triangulated (1) the announcement 

date of the corporate-level reorganization, (2) the name and description of the units the 

structure was comprised of before the reorganization, and (3) the name and description 

of the units of the new structure post-reorganization. I then used those descriptions to 

code the old and new business units according to Gulick’s (1937) four categories of 

customer, product, geography, and function (see also Fligstein, 1985; Williams & 

Mitchell, 2004). Please refer to Appendix B for a coding example. 

I categorized each corporate-level unit as grouping its employees according to 

a cross-functional (such as product lines or customer segments) or intra-functional focus 

(such as R&D or sales units).10  By collecting data on the old and new business units 

surrounding each reorganization announcements, I ensured continuity  in the timeline, 

i.e. that I would not miss any changes in the corporate structure. For larger firms, I 
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collected data on the subsidiary  that contained the cellphone manufacturing activities - 

for example, for Samsung Co. I focused on reorganizations of Samsung Electronics. A 

second coder who was not informed about the purpose of the study also completed the 

reorganization coding. For a sub-sample of firms the second coder also did the data 

collection to ensure that information was not left unseen. In both cases (data collection 

and data coding) the two coders did not encounter disagreement, highlighting the 

straightforward nature of categorizing corporate units into one of the four categories 

used. 

I verified the data collected for a sub-sample of firms via interviews with mid- 

to high-level managers (one or two per firm). I conducted 13 semi-structured interviews 

lasting about one hour each; each interview was recorded and transcribed by  the author 

immediately afterwards. The data collected where verified as correct in all cases, while 

further detail on the process of change in the organizations was collected as background 

information. In the informal discussions following the interviews, the reversal pattern 

resonated highly with many of my interviewees. 

Firm-Level Data - Performance measures and employee numbers were 

obtained from Compustat and Datastream, complemented by data from annual reports. I 

collected information on year of founding (age), year of entry into the cellphone market, 

country  of origin, and degree of diversification (of the relevant subsidiary where 

applicable) from annual reports. Wherever data from annual reports was used, I ensured 

that the figures (if variable) were attributed to the correct chronicle year.

Industry-Level Data - The number of reorganizations and entrants into the 

global cellphone manufacturing markets were computed using the reorganization-level 

data. In addition, I capture the major technological disruptions in the industry. I focus on 

three ‘game-changing’ events, namely the switch from analog to digital standard in the 

core technology in cellphones in 1989; the introduction of the first smart phone (by 

Nokia) in 1996; and the announcement of a new generation of smart phones (by Apple) 

in 2007. 

Figure 4.6 shows all reorganizations in the segment from the inception of the 

industry (1983) to the end of data collection (through December 2008). The figure 

includes the total number of active firms as well as the number of exits from the 

industry. Note that a considerable number of reorganizations coincided with the year of 
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the dot-com crash (2001) and the iPhone announcement/sub-prime crisis (2007), and a 

reduction in the number of firms coincides with the economic downturn in 2008. 

Clearly, external events matter in the overall pattern of reorganizations. The question I 

address in this chapter is whether internal factors also play an important enough role to 

influence these reorganization decisions and their direction.

Figure 4.6 - Summary of the Industry

4.3.2 Research Design

The aim of this chapter is to explore the temporal pattern of successive 

reorganizations. In particular, I want to (1) estimate whether a greater structural 

emphasis on one dimension is more likely to be followed by  reversals than others; and 

(2) explore whether organizations maintain one particular type of structural emphasis 

for a longer period of time than the other. The observations for most of the firms in the 

sample are right-censored, i.e. even though some of the firms may  not have reorganized 

their structure on or before December 31, 2008 (the end of my observation period), it 

does not imply  that they did not  reorganize after that date. This creates problems when 

attempting to estimate models that rely on accurate statistics. I therefore employ Event 

History Analysis (also referred to as Survival Analysis), which lends itself to these kinds 

of questions, and also deals effectively  with censoring (Singer & Willett, 2003). (Please 

refer to Appendix C for a discussion of the exploratory  analyses conducted to verify that 

the dependent variables do indeed vary with time.) 
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The dataset is set up to observe repeated reorganizations by individual firms 

over time; I therefore conduct a repeated events analysis, which reenters each firm into 

the ‘at risk’ population after each reorganization. While this characteristic of the dataset 

is crucial to be able to test the hypotheses, it precludes me from reporting life tables and 

other statistics that derive from those estimates. The level of detail the data were coded 

at allows me to conduct the analyses in continuous (rather than discrete) time, which 

allows for more powerful modeling approaches. The two hypotheses require different 

dependent and independent variables, as well as distinct model specifications. I 

therefore discuss the measures as well as the specifications for each hypothesis in turn. 

Figure 4.7 summarizes the definitions and descriptive statistics of the measures used in 

this study.

Figure 4.7 - Summary of Variables

Variables Defini2on Mean Std.,
Dev. Min Max

reorganiza2on the%%announcement%of%a%
reorganiza;on 0.76 0.429 0 1

shiR,toward,intraS
func2onal,focus

captures%whether%the%announced%
reorganiza;on%increases%the%
corporate%structure’s%rela;ve%
focus%toward%more%crossD
func;onal%units

0.34 0.474 0 1

shiR,toward,crossS
func2onal,focus

%captures%whether%the%announced%
reorganiza;on%increases%the%
corporate%structure’s%rela;ve%
focus%toward%more%intraD
func;onal%units

0.42 0.496 0 1

#,intraSfunc2onal,
units,in,old,structure

count%of%the%number%of%intraD
func;onal%%units%in%the%old%
structure,%prior%to%the%focal%
reorganiza;on

2.15 2.297 0 13

#,crossSfunc2onal,
units,in,old,structure

count%of%the%number%of%crossD
func;onal%units%in%the%old%
structure,%prior%to%the%focal%
reorganiza;on

5.09 3.438 0 16

reversal
reorganiza;ons%that%switch%from%
intraD%to%crossDfunc;onal%or%from%
crossD%to%intraDfunc;onal%focus

0.43 0.5 0 1

old,structure,is,
mostly,intraS
func2onal

equal%to%one%if%the%number%of%
intraDfunc;onal%units%outweighs%
the%number%of%crossDfunc;onal%
units%in%the%old%structure.

0.13 0.335 0 1
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old,structure,is,
mostly,crossS
func2onal

equal%to%one%if%the%number%of%
crossDfunc;onal%units%outweighs%
the%number%of%intraDfunc;onal%
units%in%the%old%structure

0.79 0.408 0 1

total,number,of,units,
in,old,structure

total%count%of%the%number%of%units%
(regardless%of%type)%in%the%old%
structure,%prior%to%the%focal%
reorganiza;on

7.24 4.713 2 22

CEO,changed,prior,to,
Reorg

equal%to%one%if%the%CEO%changed%in%
the%spell%prior%to%the%focal%
reorganiza;on

0.32 0.468 0 1

number,of,
compe2tors

%total%count%of%the%number%of%units %
(regardless%of%type)%in%the%old%
structure,%prior%to%the%focal%
reorganiza;on

25.12 4.155 12 29

number,of,entrants
A%count%of%the%number%of%firms%
entering%the%sample%in%any%given%
spell

3.85 5.724 0 27

age,(ln)
age%of%the%focal%firm%(in%years)%at%
the%;me%of%the%reorganiza;on%
announcement

3.59 0.839 1.39 5.06

number,of,
employees,(ln)

the%number%of%fullD;me%employees%
at%the%;me%of%the%reorganiza;on%
announcement

10.13 2.161 4.39 13.04

number,of,reorgs,in,
the,industry,

the%sum%of%reorganiza;ons%in%the%
sample%within%one%year%of%the%
focal%reorganiza;on

8.04 3.12 0 15

degree,of,
diversifica2on

the%extent%to%which%the%focal%firm%
is%specialized%in%mobile%phone%
manufacturing%(1),%specialized%in%
the%ICT%industry%(2),%or%involved%in%
a%broader%set%of%products%(3)

1.95 0.802 1 3

Systematic Reversal 

Hypotheses 1 a and b predict that the greater the structural emphasis on one 

dimension, the greater the instantaneous risk rate of a shift away from that dimension. 

Note that  these hypotheses test the relative shifts towards more or less cross- and intra-

functional focus, rather than an absolute switch to or from a given focus. This is to say 

that hypotheses 1 a and b test a reversal tendency, in line with the suggested theoretical 

considerations regarding the conceptualization of reversal in terms of the relative shift 

in structural emphasis rather than the extreme choice between centralization and 

decentralization. Therefore, the main relationship to be tested is whether a greater 

proportion of units of type A in the current structure increases the instantaneous risk rate 

of a reorganization towards type B. In order to test this relationship  I conduct a 
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competing risk analysis. This setup allows me to statistically  compare the effect of the 

independent variable on the likely  occurrence of a reorganization of any kind, with its 

effect on the likely occurrence of a relative shift  toward more intra- and cross-functional 

focus, respectively. Given that the choice of which type of structure to shift  toward is an 

integral part of the decision to reorganize, the two decisions cannot be decoupled, so 

that a competing risk analysis is the most appropriate setup to compare the coefficients 

across models (Hachen, 1988). 

Dependent Variables – For the setup  of the competing risk analysis we require 

three dependent variables, namely  the instantaneous risk rate of a reorganization of any 

type, the instantaneous risk rate of a reorganization that  shifts the structural emphasis 

towards more intra-functional focus, and the instantaneous risk rate of a reorganization 

that shifts the structural emphasis towards more cross-functional focus. 

The 102 reorganization announcements of the 34 firms over the 25 years of 

observation provide the necessary data for the first dependent variable. The data are set 

up in ‘spells’, capturing the time between successive reorganizations for each firm. The 

first spell of each firm starts with the date of entry into the industry 11, and ends with the 

date of the first reorganization since entry. That  date is associated with a reorganization 

event, and the independent variables and controls are coded with respect to that focal 

event. The subsequent spell begins with the first day after the reorganization 

announcement for the focal firm and ends on the announcement date of the next 

reorganization or the date of exit from the industry (if applicable). If the firm is still 

active in the cellphone industry on 31 December 2008 the last spell is ‘censored’ (i.e. 

observation ended before the next event occurrence). Thus, a firm that went through 

five reorganizations and is still active in the cellphone industry on 31 December 2008 

will occupy  six spells in the dataset, one spell for each reorganization, and one censored 

spell. 

By comparing the structural emphasis of the organizational structure prior to 

the focal reorganization to the structural emphasis after the event for each firm, we can 

categorize each of the 102 reorganizations based on whether they increase the structural 

emphasis on intra- or cross-functional focus. If the structure at time t is comprised of 

five units with an intra-functional focus and five units with a cross-functional focus 
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(5,5), a shift to five intra- and seven cross-functional units (5,7) will be coded as a shift 

toward more cross-functional focus. Similarly, a shift from (5,5) to (3,5) units would be 

coded as a shift  toward more cross-functional focus. Rather than capturing which kind 

of units have been added or changed, this measure captures the relative shift towards 

more intra- or cross-functional focus.12  Thus, in order to test  Hypotheses 1 a and b, I 

predict the effect of a greater proportion of intra-functional units in time t on the 

instantaneous risk rate of (1) a reorganization of any  type, (2) a shift towards more 

intra-functional focus, and (3) a shift towards more cross-functional focus. The theory 

predicts that the type of structure in time t will have no distinctive effect on a 

reorganization of any type to occur; however, the instantaneous risk rate of a shift 

towards more intra-functional focus is predicted to be negative, and the instantaneous 

risk rate of a shift towards more cross-functional focus is predicted to be positive, the 

higher the structural emphasis on intra-functional focus in time t.

Figure 4.8 shows a stylized example of the data structure for the dependent 

variables. It  displays a relative shift toward more intra-functional units versus a relative 

shift toward more cross-functional units. Note that each of those instances is coded as a 

reorganization of any type.

Figure 4.8 - Dependent Variables
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Independent Variables – In order to capture the relative intra-functional focus 

of the structure in time t  (i.e. prior to the focal reorganization), I include two variables, 

namely the number of intra-functional units in time t (a simple count of intra-functional 

units at  the corporate level), and the number of total units in time t. This allows me to 

interpret the coefficient of the number of intra-functional units as a measure of the 

relative focus on intra-functional units.13  I also run the same analyses with the number 

of cross-functional units in time t as the main independent variables (the results of those 

analyses are reported in Appendix E). 

Control Variables - The control variables are chosen specifically  with a view 

on controlling for commonly identified triggers of reorganizations in the contingency 

literature. Specifically, I control for a change in leadership, as this is commonly 

associated with a change in strategy (Chandler, 1962), and number of competitors and 

entrants to capture a change in the competitive nature of the environment. I control for 

size and age of the companies, and the degree of diversification, given that research in 

corporate strategy (Chandler, 1962) and lifecycle theory (Kimberly & Miles, 1980; 

Miller & Friesen, 1983; Quinn & Cameron, 1983) suggests that bigger companies are 

less likely to adopt a purely intra-functional structure, and that  age is correlated with 

more complex organizational structures (such as the divisional, multi-divisional, or 

matrix structure). In order to see whether companies tend to copy reorganization 

behavior from other firms in their segment (e.g. Haveman, 1993) I control for the 

number of reorganizations in the industry. In the robustness checks I also control for 

Returns on Assets reported in the quarter prior to the focal reorganization (standardized 

by firm). Given that this variable is missing for a number of observations and given the 

small sample size, I run the main analyses without the performance measure. However, 

the results of the independent variables are not altered by the inclusion of this measure.

Model Specification - To test hypothesis 1, I employ  the partial likelihood 

estimation developed by Cox (1975), which allows me to leave the baseline hazard 

unspecified. This model assumes proportionality in the baseline hazard functions across 

firms, which implies that each firm’s baseline hazard function is assumed to be a 

constant multiple of a common baseline function. However, this assumption is 
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theoretically unjustified given the 34 different firms in my  sample. The most efficient 

way to address this is to use a fixed-effects partial likelihood estimation and stratify by 

firm (Allison, 1996). This approach effectively  replaces the denominator of the partial 

likelihood (the sum of the contemporaneous risk scores of everyone at risk) with the 

sum of contemporaneous risk scores of everyone at risk in stratum s. This non-

proportional Cox model is appropriate as we are not interested in the effects of different 

firms on the risk rate per se. Thus, I estimate the following function: 

h(tij) = h0s (tj) + exp(β1 intra-functional unitsj + β2 total unitsj + β3 controlsj)

for firm i in time period j; the subscript s captures the strata per firm.

Rate of Reversals

Hypothesis 2 predicts that the absolute structural emphasis of the structure in 

time t will have a systematic effect  on the rate of reversals. More concretely, if the 

structure in time t groups a greater proportion of employees into intra-functional units, 

the time to the next reversal (i.e. shift away from the current focus) will be shorter 

relative to the time to the next reversal if the current structure groups a greater 

proportion of employees into cross-functional units. While the mechanism of this 

asymmetric adjustment rate is unobservable with the available data, the predicted 

macro-level effects would generate a relatively  higher instantaneous risk rate of 

reversals if the current structure was predominantly organized into intra-functional units 

(as opposed to cross-functional units). 

Dependent Variable – The basic setup of the dataset into spells for each event 

(explained for hypothesis 1) equally applies to the test of hypothesis 2. However, to test 

the relationship  between the absolute structural emphasis in time t and the reversal rate, 

the set of events that comprises the dependent variable is more restricted. In particular, 

out of the 102 reorganizations, I constructed a subset of those events that showed a 

reversal in structural emphasis; 58 reorganizations shifted the structural emphasis from 

intra- to cross-functional (14 reversals) or from cross- to intra-functional (44 reversals). 

The dependent variable is the instantaneous risk rate of these reversals.

Independent Variable – In order to test  whether an absolute focus on intra- or 

cross-functional focus impacts the rate of reversals I constructed a dichotomous variable 
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that equals one if the absolute structural emphasis in time t  is intra-functional and zero if 

it is cross-functional. 

Controls - Strictly speaking the external triggers for reorganization (such as 

changes in demand conditions, competitors, and entrants) are not theorized to affect the 

reversal decision. However, to facilitate comparison across models I initially report the 

same set of control variables for the test of Hypothesis 2. In a second step I limit the 

control variables to the (more parsimonious set of) internal factors, namely 

performance, change in CEO, age, employees, and degree of diversification.

Model Specification – To test Hypothesis 2 I conduct two analyses. In a first 

step, I run a fixed-effects partial likelihood model (as described above). Recall, that the 

Cox model requires the baseline hazard to be proportional (albeit u,nspecified). Given 

the reduced event number per firm in the sub-sample used to test Hypothesis 2, I cannot 

use stratification to account for the violation of that assumption in these data. I therefore 

use the alternative approach, namely  an interaction of the ‘offending’ variable (the 

firms) with time. This is equivalent to including firm dummies in a non-proportional 

hazard model (Singer & Willett, 2003). I estimate the following function:

h(tij) =h0s (tj) + exp(β1 intra-functional focusj + β2 controlsj)

for firm i in time period j.

While Cox regression analysis has many advantages, it is less appropriate 

when trying to estimate the actual time to an event (Singer & Willett, 2003). This is due 

to the fact that the time-specific part of the partial-likelihood estimator is dropped, and 

only the order of events is taken into account when estimating a model using Cox 

regression analysis. I therefore provide a second test  of Hypothesis 2 by  estimating an 

accelerated failure time model, invoking a log-logistic distribution. This model allows 

me to examine the timing (or more precisely  the delay) until the next reorganization 

explicitly, by  estimating the natural logarithm of the survival time as a linear function of 

the covariates.

Note that this model requires the specification of the functional form of the 

baseline hazard underlying this transformation; examining the Cox-Snell residuals for 

the estimated hazard rate suggests that  a log-logistic distribution would fit the data best 

(see Appendix D) (Allison, 1995). Thus, in a second analysis I estimate the following 

equation:
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h(tij) = [λγ(λt)γ-1]/[1+(λt)γ] 

where γ = 1/σ and

λ = exp (-[β0 + β1 type of structurej + β2 controlsj ]) 

for firm i in time period j. 

4.4 Results
4.4.1 Does the Reversal Pattern Occur Systematically Over Time? 

I ran a number of residual analyses to ensure that the models are properly fitted 

and that the results are not driven by any outliers (a summary of these are reported in 

Appendix D). Results for the fixed-effects partial likelihood model to test hypotheses 1 

a and b are shown in Figure 4.9. To compare the effects of the different coefficients 

across the types of reorganizations as well as with results from previous studies that did 

not distinguish between reorganization-types, I conducted a competing-risk analysis, 

reporting the risk rate of any reorganization (regardless of type) (Models 1 to 3 in 

Figure 4.9), and the risk rate of a shift towards more intra-functional (Models 4 to 6) 

and towards more cross-functional focus (Models 7 to 9). Note that the coefficients 

reported are the instantaneous risk rates; thus, a positive coefficient can be interpreted 

as increasing the instantaneous risk rate of the focal event, while a negative coefficient 

decreases that risk rate.

As shown in Model 3, the instantaneous risk rate of a reorganization of any 

type decreased with the entry of a new competitor, and with age (logged). For example, 

a firm was 29% less likely  to reorganize when a new firm entered. On the other hand, 

the higher number of competitors in the market, the higher a firm’s instantaneous risk 

rate of any  type of reorganization, in particular, a firm with one additional competitor 

was 11% more likely to reorganize compared to a firm with no additional competitor. 

Note that a change in CEO and the shape of the firm’s formal structure prior to the 

reorganization did not predict the occurrence of a reorganization when the type of 

change is ignored. Thus, some of the well-established external triggers appear to drive 

reorganization decisions in this dataset as well. As expected, the relative emphasis on 

intra- or cross-functional units in the current structure does not have a significant effect 

on the occurrence of reorganizations.
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Figure 4.9 - Systematic Reversal

Model 6 shows the instantaneous risk rates of a reorganizations that shift the 

structural emphasis towards more intra-functional focus. The effect of a greater 

proportion of intra-functional units in the organization’s structure prior to the focal 

reorganization is significant and negative; in particular, the hazard of a shift towards 

more intra-functional units decreased by  36% for every additional intra-functional unit 

in the structure prior to the focal reorganization. On the flip side, the risk of a shift 
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towards more intra-functional units increased by 57% for every  additional cross-

functional unit in the prior structure (this model is reported in Appendix E, Model 2, 

β=0.450, SE=0.146, p-value=0.002). Thus, hypothesis 1a, which predicted that the 

lower the intra-functional focus in the current structure, the lower the propensity of a 

shift towards more intra-functional focus in the next structure is supported. In addition, 

the total number of units the organization is composed of mattered: for every  additional 

unit in the organization prior to the shift towards more intra-functional units, the hazard 

of such a shift increased by  39%. Note that a change in CEO did not systematically 

drive the organization to adopt a more intra-functional structure. While age and entrants 

had the same negative effects on the hazard rate of a shift  towards more intra-functional 

units to occur as it had on the hazard rate of any  reorganization, a greater number of 

employees lowers a firm’s hazard rate of a shift  towards a more intra-functionally 

focused structure. This effect is in line with prior research that suggests that  large firms 

are generally  less likely to adopt highly intra-functional structures (Chandler, 1962; 

Quinn & Cameron, 1983). 

In Model 9 I estimate the instantaneous risk rate of a reorganization to occur 

that shifts the focus of the structure towards more cross-functional units. The effect of a 

greater proportion of intra-functional units in the organization’s structure prior to the 

focal reorganization is significant and positive; in particular, the hazard of a shift 

towards more cross-functional units more than doubled for every additional intra-

functional unit (specifically, the hazard increased by 2.5 for every  additional intra-

functional unit). On the flip side, the risk of a shift towards more cross-functional units 

decreased by  59% for every additional cross-functional unit in the prior structure 

(model 3 in Appendix E, β=-0.895, SE=0.196, p-value<0.001). Thus, hypothesis 1b, 

which predicted that the greater the intra-functional focus in the current structure, the 

greater the propensity  of a shift towards more cross-functional focus in the next 

structure is supported. In addition, for every additional unit in the organization, the 

hazard of a shift towards more cross-functional units decreased by 35%. Note that the 

effects of the number of competitors, entrants and the age of the firms were similar to 

the effects for the hazard rate of any reorganization; however, the hazard of a shift 

towards more cross-functional units was lower when the CEO had changed between the 
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last and the focal reorganization (by 81% relative to a firm where the CEO had 

remained the same).

In order to confirm the prediction of the competing risk model which tests that 

distinguishing between different types of structural change matters statistically, I test the 

compound Null Hypothesis that all coefficients associated with each predictor were 

identical across event-types (shift towards intra-functional vs. cross-functional focus). I 

compared the -2LL statistic of the global model (Model 3) with the sum of -2LL 

statistics of the two event-specific models (Models 6 & 9). The difference is 19.22; with 

9 degrees of freedom (chi-square distribution) the critical value of 18.48 at p-

value=0.03 is exceeded, thus, I reject the Null Hypothesis - the difference in the type of 

reorganization matters indeed. In a second step we can now examine the targeted null 

hypothesis to test whether the set of coefficients of the independent variables is identical 

(or not) across event-specific models. Given that there are only two event-types, we can 

use the simplified Wald statistic (Singer & Willett, 2003). The coefficients for the total 

number of intra-functional (and cross-functional) units in the old structure are 

significantly different across the two event-specific models (intra-functional 

coefficients: observed test statistic of 30.29, exceeds the critical value of 10.83 for 

p=0.001; cross-functional coefficients: difference of 34.61, exceeds the critical value of 

10.83 for p=0.001). Thus, the competing risk model further confirms that Hypotheses 1 

a and b are supported.

4.4.2 Does the Current Structural Emphasis Determine the Rate of 
 Reversals?

I now turn to testing hypothesis 2, which predicts that the time to the next 

reversal is longer if the current structure has a predominantly cross-functional focus, 

than the time to the next reversal if the current structure has a predominantly intra-

functional focus. I ran a number of residual analyses to ensure that the models are 

properly fitted, and that the results are not driven by any outliers.

Results for the fixed-effects partial likelihood model are shown in Figure 4.10. 

Recall that the dependent variable for these models is the reversal rather than any 

reorganization. The coefficients reported are the instantaneous risk rates; thus, a 

positive coefficient can be interpreted as increasing the instantaneous risk rate of a 

reversal occurring, while a negative coefficient decreases that risk rate. To facilitate 
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Figure 4.10 - Rate of Reversals: Fixed-Effects Non-Proportional Hazard Model
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comparison, models 1 and 2 estimate the instantaneous risk rate of the occurrence of 

reversal with the same controls as the models in Figure 4.9, even though the external 

factors are not  predicted to drive reversal patterns. Only he number of entrants during 

the spell leading up to the focal reorganization appears to have a significant (negative) 

effect on the instantaneous risk rate of reversal; for every additional entrant, a firm is 

27% less likely  to show reversal. Model 3 and 4 reports the analysis with those control 

variables that the theory  would predict to influence the reversal in particular (as opposed 

to reorganizations at large); thus, it includes only control variables internal to the firm. 

The hypothesized relationship of reversal holds across all three models. The full model 

(Model 4) shows that the instantaneous risk rate of a reversal is 88% higher if the 

current structure is predominantly intra-functional than if it is predominantly  cross-

functional. 

To further corroborate the results, I run the same models reported in Figure 

4.10 as an accelerated failure time model. The advantage of the accelerated failure time 

model is that it allows me to estimate the time between events explicitly. Thus, it 

estimates the difference in the rate at which the firms experience different kinds of 

events. These results are shown in Figure 4.11. The interpretation of these coefficients is 

quite different from the Cox regression model. Here, a positive coefficient is interpreted 

as a longer delay to the next reversal while a negative coefficient is interpreted as a 

shorter delay. In general, older and larger firms show a relatively longer delay to the 

next reversal. The results in model 4 further support Hypothesis 2. Namely, the 

coefficient for old structure is predominantly intra-functional is negative and 

significant, indicating a shorter delay until the next reorganization; relative to a firm 

with predominantly cross-functional focus in the current structure, a firm with 

predominantly intra-functional focus will initiate the next reversal sooner. Converting 

the coefficient to a time ratio shows that the time to the next reversal is more than twice 

as long if the current structure is predominantly cross-functional, compared to it being 

predominantly intra-functional. In addition, support  of Hypothesis 2 helps 

comprehensively refute the regression to the mean explanation, which predicted the lack 

of a temporal pattern of reversals and type of structure held.
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Figure 4.11 - Rate of Reversals: Accelerated Failure Time Model
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While we can only interpret these coefficients in relative terms, it  may be interesting to 

get an approximation of what this difference means in real terms. We can gain an idea of 

the difference in reorganization speed by looking at the average time between different 

types of reorganizations. Note that the average time in the survival analysis dataset 

would be unduly influenced by the censored observations. I therefore drop those 

observations in order to compute the average survival time between observed 

reorganizations only. I find that a structure with a predominantly  cross-functional focus 

is held for an average of 1282 days until it increases its intra-functional focus, while a 

structure with a predominantly intra-functional focus is held for an average 652 days 

until it increases its cross-functional focus. The median values are closer together, with 

506 days before reversal for predominantly intra-functional structures, and 719 days 

before reversal for predominantly cross-functional structures.

4.4.3 Robustness Checks and Additional Analyses14

Is the reversal pattern due to cyclicality in the environment?

If the well-established drivers of reorganization showed cyclicality  in their 

reoccurrence, we would see a reversal pattern in the firms’ reorganization decisions to 

match that pattern. However, given that most of those drivers would affect all firms in 

the industry  equally  (controlling for performance and CEO changes), we should expect 

to see many of the firms reorganize ‘in sync’, i.e. shift their structures in similar 

directions over time as exogenous factors change. Figure 4.12 shows the relative shift in 

focus (panel a) as well as the absolute focus of the structures adopted (panel b) - as it 

may  just be that some firms do not reorganize in response to a particular change because 

they  are already well aligned to the new parameters. However, neither of these figures 

shows a consistent pattern of in-sync-alignment of the structures across the industry, 

where all firms abandon one type of structure simultaneously and do so repeatedly over 

time.15 Therefore, the external factors alone are unlikely to drive the reversal pattern.
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14 The results were robust to a variety of models and specifications. I ran analyses using parametric and 
non-parametric hazard models (using time interactions for H2). I also ran a pooled cross-sectional logistic 
regression with firm fixed-effects, using a continuous measure of changes in the business units for each 
reorganization,  as well as a tobit regression model with a percentage change in units as the dependent 
variable. The direction and significance of the main predictors were consistent with the results reported 
here across those alternative specifications.

15 Changing the time scale does not generate such a pattern either.



Figure 4.12 - Types of Structures Held by all Firms

Is the reversal pattern due to the CEO’s repeated adjustment attempts to 
environmental changes?

If we relax the inherent assumption in contingency theory (Donaldson, 2001) 

that the CEO can make sense of the environment as well as the complex interactions of 

the organization’s structural elements (Ethiraj & Levinthal, 2004a), and allow for 

bounded rationality  and satisficing on part  of the CEO (Simon, 1945), a change in the 

environment may not translate directly into the knowledge of which structural levers to 

pull (Siggelkow & Levinthal, 2003). Rather, the CEO may know in what direction to 

push the general focus of the organization in response to the environmental change, but 

not by  how much. Given the urgency of the decision, she may choose to adopt some 

structure based on an educated guess, which may require further adjustments after a 

brief period to align the structure properly, once additional information is available to 

her. Thus, we may see the occasional reversal pattern, accounting for the anecdotal 

evidence while maintaining the theoretical argument of ‘structure follows changes in 

strategy’ and other environmental factors. It would even be conceivable to explain a 

systematic reversal pattern if the CEO felt the need to adjust her decision every time an 

initial reorganization is triggered. This may be a reasonable scenario when the 

environment is particularly  uncertain (e.g. Davis, Eisenhardt, & Bingham, 2009). Given 

the relatively turbulent environment encountered in the industry under study, support  for 

Hypotheses 1a and 1b would therefore not allow us to draw conclusions regarding the 
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explanatory  power of this explanation. However, the timing of a reorganization in this 

context is driven by  the rate of change of the different external factors (which are 

beyond the ability  of the CEO or the researcher to predict).  The reversal pattern would 

be generated by the CEO’s corrective actions after an initial realignment attempt was 

judged sub-optimal. There is no reason to expect that the CEO improves her 

understanding of the environment faster or slower, depending on what structure the 

organization has currently  adopted. Therefore, this explanation can be refuted through 

the support of Hypothesis 2.

There are more categories of ‘cross-functional’ units (i.e. by product, geography, 
user) than ‘intra-functional’ units (i.e. function) – does that imply that firms have 
fewer options for maintaining an intra-functional focus? 

 If we think of the choice of structure as a random walk on a peaked landscape, 

where the peaks represent structures with a predominantly intra-functional or 

predominantly cross-functional focus, the concern outlined above would translate into a 

greater number of cross-functional peaks. Let us assume that we reorganize at a 

constant rate; and for every  reorganization we choose a new peak at random; if we only 

capture the switch from a predominantly  intra-functional structure to a predominantly 

cross-functional one, we will necessarily  find that cross-functional structures are 

followed more frequently  by more cross-functional structures than intra-functional 

structures by  intra-functional ones. Hence, the asymmetry finding would be a result of 

structural availability rather than driven by the asymmetry in the adjustment lag. 

However, if we limited the structural choices to just two categories, functions 

and products (Gulick, 1937), disregarding shifts to user and geography, this structural 

availability argument should predict that the time to the next switch would be 

symmetric. On the other hand, the theory outlined above would predict that the time 

spent in a predominantly  functional structure (before it switches to a predominantly 

product-based one) would be significantly shorter than the time spent in a 

predominantly product-based structure (before it switches to a predominantly functional 

one). I test  this on a sub-sample, by  taking all structures that are predominantly 

organized around product units and predict the switch to more functional focus (-0.373, 

SE=0.1685) and compare that coefficient to those structures that are predominantly 

organized around functional units and predict the switch to more product-focus (-1.513, 
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SE=0.424). The difference is statistically  significant, with p=0.02 (Wald statistic 6.245, 

1df); the switch away from the current focus happens faster for structures that are 

currently organized by intra-functional units.16

Is the asymmetry in reversals driven by faster goal achievement in organizations with 
an intra-functional focus?

Assuming that  we take the choice explanation outlined above as given, the 

asymmetry in the shift away from an intra-functional versus cross-functional focus may 

be driven by other factors. For example, what if the CEO moves away  from an intra-

functional focus more quickly  because her aim for those structures is to cut costs, which 

she feels she achieves instantaneously  by  laying off part of the workforce? In order to 

account for this explanation, I control for layoffs that are associated with the 

reorganization. Coded from layoff announcement surrounding the announcement and/or 

implementation of the reorganization (with different time windows of reorganization ± 

3-6 months), I include a dichotomous variable that captures whether the focal 

reorganization was accompanied by layoffs. Controlling for layoffs does not change the 

coefficients or significance of the results reported above. Layoffs are also not 

systematically  associated with shifts to intra-functional focus (or cross-functional focus) 

– the variable shows no significant effect across the models. 

How does firm performance affect the results?

Figure 4.13 reports the main results from Figure 4.8 with the inclusion of the 

performance measure. The main effects of the independent  variables remain unaffected 

by the inclusion of this performance measure. The return on assets in the quarter prior to 

the focal reorganization does not affect  the instantaneous risk rate of reorganizations, 

regardless of type. However, a one standard deviation increase in return on assets in the 

prior quarter increases the instantaneous risk rate of a shift toward more intra-functional 

focus, while it decreases the hazard of a shift toward more cross-functional focus. 
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on the relative shift towards more intra- or cross-functional focus.



Figure 4.13 - Systematic Reversal with Performance
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The cellphone manufacturing industry has gone through a number of disruptive 
technological changes – how do those affect the results?

During the period covered by this study, the cellphone manufacturing industry 

went through three ‘game-changing’ events, namely the switch from analog to digital 

standard in the core technology in cellphones in 1989; the introduction of the first smart 

phone by Nokia in 1996; and the announcement of a new generation of smart phones by 

Apple in 2007. In order to test how those events impact the hazard of reorganizations, I 

include a year dummy for the affected years. None of the events (individually or on 

aggregate) affected the instantaneous risk rate of any reorganization to occur. The only 

noticeable effect of the change in the core technology from analog to digital (1989) was 

an increase in the time lag toward the next reversal (technology 1989: β=0.479*** 

SE=0.132), however the main effect stayed significant (current focus is intra-functional: 

β= -0.590* SE=0.352). The introduction of the first smartphone by Nokia in 1996 had a 

dampening effect on the instantaneous risk rates of reorganizations of any type and of a 

shift toward more intra-functional focus, while all the main effects remained unchanged. 

The introduction of the iPhone introduction (in 2007) reduced the effect size of a shift 

toward more intra-functional focus (although it stayed significant, β=-0.301* 

SE=0.175). The inclusion of all industry  events on aggregate shows a dampening effect 

on reorganizations that shift focus toward more intra-functional focus (β=-2.620** 

SE=0.497).  

How does the scope of change affect the reversal pattern?

In order to answer this question I would need to manipulate the hazard function 

to vary with the intensity of the change. I am not aware of an empirical way to combine 

the hazard function with an intensity  variable. Given that this methodology is borrowed 

from medical research, such a question is unlikely to be of importance (i.e. what matters 

is the likelihood of death by a number of diseases which is run as a competing risk 

analysis – the quality of death is not studied in this context as far as I am aware). 

However, if we assume that the effect of scope is such that a greater focus on intra-

functional units in the current structure magnifies the reversal effect, then the current set 

up (ignoring the scope effect) would not introduce a bias but reduce the chances of 

finding a significant effect. In the present test  of this effect I am assuming that all 
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reversals are of the same magnitude. Thus, if I get significant results for this noisier test, 

the results should hold when accounting for the scope of change as well.

4.5 Discussion and Conclusion

Repeated reversals between centralization and decentralization have been 

remarked upon repeatedly as a curious pattern of successive reorganizations (Mintzberg, 

1979; Carnall, 1990; Eccles & Nohria, 1992; Cummings, 1995) and some theoretical 

reasoning for its occurrence has been proposed (Nickerson & Zenger, 2002; Gulati & 

Puranam, 2009). However, the dichotomy applied to the structural choice set and other 

simplifying assumptions, which underlie much of the anecdotal and theoretical work on 

this topic, have limited our understanding of this phenomenon to date. In this study  I 

highlight the effect  of history on corporate reorganizations. Specifically, I highlight that 

a careful consideration of the type of structure adopted is necessary  to make a clear 

distinction between reorganizations in general and reversals in particular; I deepen our 

understanding of the mechanism underlying the reversal pattern; I show that the current 

type of structure held by the organization crucially impacts the rate at  which reversals 

occur.

By developing a conceptualization of the complex structures we encounter in 

today’s business world as a continuum between greater or lesser structural emphasis on 

intra- versus cross-functional focus at level of the corporate units, I have highlighted 

that the choice of reversal is a real one; namely, (1) a CEO may show reversal in the 

structural emphasis of the choices he makes in subsequent reorganizations without ever 

touching the exact same previous structures again; and (2) the reversal towards the 

previously  abandoned focus becomes an actual choice as opposed to the inevitable 

consequence of the decision to reorganize. Hence, when considering reversal tendencies 

we are talking about a relative reversal towards a particular focus of the overall 

structure as opposed to a reversal to the exact same structure previously abandoned. On 

the back of the development of a workable definition of the reversal itself as a relative 

shift in the structural emphasis, I have proposed a theoretical distinction between the 

drivers for reorganizations in general and reversals in particular. By developing the 

established theory on reversals further, I have highlighted that reversals (as opposed to 
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reorganizations of other types) are likely to be driven by the structural limitations and 

tradeoffs inherent in any organization design and have validated the theory empirically. 

I have deepened our theoretical understanding of reversals by probing further 

into the mechanism that may drive this phenomenon. If we acknowledge that employees 

approach challenges and tasks with their individual ‘knowledge funds’, and given that 

this is highly  influenced by their specialization and socialization in a particular function 

of the firm (Dougherty, 1992), we can derive interesting predictions regarding the rate 

of reversals. In particular, I highlight that the way  we group  employees into different 

kinds of units may have important efficiency implications, in that certain groupings 

speed up the achievement of collaboration among its employees, resulting in a speedier 

adjustment of the employees to the new structure. Namely, grouping employees into 

units around activities with colleagues of similar backgrounds through collocation and 

allocation of common incentives into intra-functional units will help them to achieve the 

necessary  collaboration more quickly; while grouping employees into units consisting 

of individuals of very different backgrounds into cross-functional units will slow that 

process down. I test these theoretical arguments empirically  and find support for the 

macro-level effects that we would expect to see if this mechanism did indeed influence 

the adjustment process between reversals. Namely, I find that firms move away from an 

intra-functional focus significantly more quickly than from a cross-functional focus. 
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CHAPTER 5

Conclusion
In this dissertation I focus on how history - the established interaction patterns 

between employees and the given structure - influences the process of choosing a new 

design as well as the content of that new design. Prior research on organization design 

has devoted a lot of attention to questions of appropriate structural forms, triggers of 

structural change, and obstacles to organizational renewal. However, the fundamental 

impact that the established organizational structure has on the effectiveness of its 

current design and on the content and process of structural change going forward has 

received relatively  little attention. In this dissertation, I have developed theory that 

speaks to the effect of history on organization re-design choices, and I have set up two 

empirical studies that allow for a direct test of some of the propositions derived from 

that theory.

In chapter 2, I explore the organizational re-design decision theoretically. 

Building on the epistemic interdependence perspective which I developed jointly with 

Thorbjørn Knudsen and Phanish Puranam, I establish that the organization design 

choices of a designer are fundamentally  different in a new system (in which neither the 

agents nor the designer have any knowledge of anyone else in the system) compared to 

a system with history (in which the designer and the agents have worked with each 

other before), which depends on both, the designer’s as well as the employees’ 

knowledge repositories. In particular, I propose that history affects the designer’s 

process of task allocation, as well as his choice of new designs, and the implementation 

speed of new structures.

In chapter 3, I study the effect of history  on the process of organization design 

empirically. In particular, I examine the extent to which the process of division of labor 

(comprised of task division and task allocation) is affected by  the technological 

properties of the task in conjunction with individuals’ perception of the task 
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decomposability and prior experience of joint work (history). I find that task division is 

significantly affected by the individuals’ perception of the task, and task allocation is 

altered in the presence of history. The technological property  of the task has an 

important impact on both, the task division as well as the task allocation.

In chapter 4, I examine the impact of prior structures (history) on 

reorganization decisions at the macro-level. My empirical setting is the global cell 

phone manufacturing industry. I use the corporate-level reorganizations across the entire 

industry over 25 years to examine the impact of the established structural emphasis on 

subsequent re-design choices. I find that firms show a systematic tendency of reversal 

between different structural foci. In addition, the rate of reversals is significantly and 

asymmetrically affected by the organization’s current structural emphasis, which speaks 

to the question of the effect of history on the implementation speed of new structures. 

5.1 Main Findings

In chapter 2, I developed theory  that speaks to the impact that history may have 

on the process and content of organization design decisions and outlined four specific 

propositions. In this section, I discuss the findings from chapters 3 and 4 which speak to 

each of those propositions in turn. 

5.1.1 Evidence in Support of Proposition 5

Proposition 5: In the absence of predictive knowledge, the 

designer’s choices regarding task division are predominantly 

driven by her perception of the technological properties of the task.

In chapter 3, I examine the impact of a blank canvas condition on the 

designer’s choice of task division and task allocation explicitly  by observing the results 

from the first sessions in both experiments. Experiment 1 provides insights into the 

dynamics of a set of self-organizing ‘designers’, while Experiment 2 captures the 

scenario of an individual, centralized decision-maker on behalf of a group. The 

designer’s perception clearly plays an important role in the choice of initial task 

division; namely, the tendency to observe object-based task clusters more easily  than 

activity-based task is clearly visible in the results. Thus, even though object-based task 
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division may be preferred by  individuals based on motivational reasons (Hackman & 

Oldham, 1976) or for ease of monitoring (Zenger & Hesterly, 1997), I show in 

experiment 2 that the cognitive constraint has at least an important additional impact on 

the participants’ choice. In addition, the technological properties of the task have a 

strong moderating effect on the designers’ choice of task division - weakly 

decomposable tasks make the activity-based task clusters relatively  more salient, due to 

the relative lack of independent object-based task clusters. 

5.1.2 Evidence in Support of Proposition 6

Proposition 6: The presence of predictive knowledge between 

agents impacts the designer’s task allocation decision by reducing 

the need for minimizing allocated task interdependence across 

agents.

The results from chapter 3 clearly show that the designer’s task allocation 

decisions are significantly influenced by the presence of prior interactions between the 

individuals. However, this influence is more multifaceted than predicted, especially 

when we contrast the effect  of self-organizing designers with detached, centralized 

ones. The evidence from Experiment 1 suggests a tendency  to preserve the established 

task allocation from the prior session in self-organizing teams, especially when going 

from a strongly  to a weakly decomposable task. Thus, the presence of established 

interaction patterns (including predictive knowledge) shapes the process of the task 

allocation, but within the limits imposed by the technological properties of the task. In 

contrast, the centralized designer’s choices regarding task allocation does not appear to 

be affected by the possibility of established predictive knowledge among the 

individuals. This may be at least partly due to the research design. The designers in 

experiment 2 were asked to imagine that they would organize a group, rather than 

actually instruct four subjects. This may have reduced the prevalence of the possible 

shared history  in session 2 when choosing the division of labor for the second task. 

Future research may alter the research design by  either providing (fictitious) 

background information on the subjects the designer may choose to assign to certain 

tasks (including their shared history with other potential group members), or integrating 
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the centralized designer and his choices into a real group as reported in experiment 1. 

The latter approach would shed further light on the relative effectiveness of the design 

effort by a centralized individual vis à vis a self-organizing group. 

5.1.3 Evidence in Support of Proposition 7

Proposition 7: The designer’s choice of structure when re-

designing the organization is affected by the predictive knowledge 

that the previously established structure generated among the 

agents.

In addition to the micro-level evidence of the impact of history  on the choices 

regarding task division and task allocation described in chapter 3, the macro-structure 

analyses in chapter 4 shed further light on this proposition. While the literature on 

reorganizations has largely focused on external drivers of structural change, chapter 4 

focuses on the impact of the established structure. Arguably, all organizational 

structures implement certain limitations as well as beneficial effects, due to the 

behavioral opportunities and constraints any structure imposes on the employees. This 

leads to a constant trade-off between different structural foci. In order to overcome 

those, reversals appear to occur, where the structural advantages of one focus overcome 

the challenges created by the other. Over time, this trade-off leads to a reversal pattern - 

a tendency to shift the organization’s structural emphasis on a continuum towards more 

intra- and cross-functional focus, respectively. The results reported in chapter 4 support 

these arguments empirically, and thus lend support to the proposition that history affects 

the content of re-design choices. 

5.1.4 Evidence in Support of Proposition 8

Proposition 8: The presence of predictive knowledge effectively 

increases the implementation speed of the new design.

The theoretical arguments developed in chapter 4 further elaborate on this 

proposition. In particular, hypothesis 2 suggests that  the implementation speed of the 

new design will depend crucially  on the type of structural emphasis currently  in place - 
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predicting a reversal to occur sooner when the current structure is predominantly intra-

functional. The argument is based on the fact that intra-functional units group together 

individuals with a relatively greater baseline of predictive knowledge which facilitates 

the creation of collaboration. Thus, the desired effect of overcoming the structural 

limitation of predominantly  intra-functional structures is achieved relatively more 

quickly, leading to a reversal towards more cross-functional focus. The empirical results 

support the predicted macro-level effects of this theory. There is indeed an asymmetry 

in the timing of reversals, in the sense that reversals from intra-functional to cross-

functional focus occur relatively sooner than reversals in the opposite direction. 

Nevertheless, the study reported in chapter 4 does not test this theory at the micro-level; 

this is left for future research.

5.2 Implications for Theory

In this dissertation, I develop  theory  and empirical evidence that  make 

contributions at two different levels of analysis. By highlighting different factors that 

influence the process of division of labor, I contribute to our understanding of the 

micro-foundations of organization design. In addition, the insights derived from the 

large-sample study and the accompanying theory  shed light on a particular macro-level 

issue in the organization design literature, namely the equifinality of designs. 

The results from the two experiments reported in Chapter 3 generate insights 

into how the process of division of labor for novel tasks is affected by  attributes of the 

individuals and groups that engage in it. While it  has generally been taken for granted 

that the technological properties of the task drive the division of labor (rooted in the 

work by Smith, 1776), in these experiments I show that the individuals’ perception of 

the task structure and the dynamics that derive from prior interaction among the 

individuals significantly impact that process. These findings have interesting 

implications for our understanding of the process of the division of labor. 

The individuals’ tendency to identify object-based task partitions more easily in 

the task environment suggests that the emergence of activity-based task division is not 

spontaneous. This implies that the proliferation of the division of labor by activity  and 

the subsequent specialization in small sub-parts of the production process as described 

by Smith (1776) required additional ingredients to come about. In particular, it appears 
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that a high level of repetition is a necessary condition for specialization by activity to 

emerge and become a viable way of dividing the work. This has concrete implications 

for the organization of work in ‘one-shot’ organizations such as project-, disaster relief-, 

research- or combat teams, where the gains from specialization may remain invisible 

unless a general template for organizing exists in that  domain (e.g. Baron, Hannan, & 

Burton, 2001; Bechky, 2006). 

By taking the division of labor as given (March & Simon, 1958; Lawrence & 

Lorsch, 1967; Thompson, 1967), the established literature on organization design tends 

to pass over an important determinant of structural effectiveness. As the experiments  

reported here show, the conditions under which a task is split into contributory (clusters 

of) sub-tasks, and the individuals involved in this process significantly shape the 

resulting division of work, including the interdependencies between tasks and agents. 

Hence, closer attention to this process may generate a wider set of structural choices by 

avoiding the introduction of limitations too early in the process.

The finding of a systematic reversal toward the structure previously abandoned 

and the role that the different types of structures play (as reported in chapter 4), has 

important implications for our empirical studies of reorganizations, as well as for our 

theory  development. Empirically, it highlights an important source of variation that may 

explain why finding the effects of certain contingency factors in the extant literature in 

cross-sectional data has been challenging (e.g. see Drazin & Van de Ven, 1985; Capon, 

Farley, & Hoenig, 1990 for a review). 

At a broader level, the finding of a systematic reversal pattern also has 

interesting implications for the organization design literature. When we look at a 

misalignment between the firm’s structure and its environment, we assess which new 

design would be best suited for the new set of ‘contingencies’ (Donaldson, 2001). What 

the findings in this study highlight is that almost every problem of design encountered is 

really a problem of re-design. At a superficial level this implies that the design issue is 

highly  influenced by the firm’s current structure; at  a more fundamental level it implies 

that two firms, A and B, which face the same exogenous shift in the environment and 

reorganize in response to it, may adopt very different - but equally effective - new 

designs. The source of this equifinality may  actually lie in the different changes 

necessary  to address this new problem, given the type of structure they were previously 
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in, rather than in an efficiency frontier of different structural options available to address 

any given environmental condition (Gresov & Drazin, 1997). 

At a micro-level, this insight  translates into an interplay between  the designer's 

knowledge of how to divide and allocate tasks (architectural knowledge) and the agents' 

knowledge of how to integrate tasks (predictive knowledge), which - in turn - is 

influenced by the extent to which designer and agents have shared history. Thus, 

different organizations may indeed tackle the same tasks with different  divisions of 

labor, but the potential for variety is limited by the technological properties of the task 

and bounded rationality.

5.3 Implications for Practice

Overall, the aim of the research presented as part  of this dissertation is to 

contribute to the renewal of interest and enquiry in this important aspect of corporate 

strategy. Ultimately, we need to ensure that the theory we build on is relevant and can 

generate significant insights for the decisions made regarding structure and design in 

today’s organizations. Specifically, the findings have the following implications for 

practice.

Regarding the organization of work, the experiments reported in chapter 3 

provide two interesting insights. First, the results suggest  that the process of division of 

labor is quite different when a task is taken on by an established group versus a group 

that is newly  formed around a task. In the former case, the tendency to preserve the 

existing group structure may preclude certain divisions of labor and make others more 

likely. The findings further highlight that  the technological properties of the task may 

weaken this effect; in particular, if the task is only weakly decomposable, its constraints 

on task division are likely to reduce the degrees of freedom at the group’s disposal 

regarding its choice of task allocation. Thus, while established interaction patterns 

between individuals certainly have several advantages in reducing the need for costly 

information processing and structure to facilitate it, history may also have a detrimental 

effect on the effectiveness of task allocation. 

Second, while a designer who is ignorant of the established interaction patterns 

will certainly impose a structure that is unconstrained by these social considerations, it 

would also lack the beneficial aspect. In that sense, the effect of established interaction 
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patterns is a trade-off that needs to be carefully  balanced. In general, an organization 

that faces tasks with a wide variety of decomposability  may be better off maintaining a 

pool of loosely connected individuals that  are grouped together by  an external designer 

in ad hoc teams, so that the ‘Parkinson’s law’ effect of task allocation can be avoided. 

On the other hand, if the tasks an organization face are relatively homogeneous, the 

established interaction patterns between its members will be highly beneficial in 

speeding up task division and allocation and making the division of labor more 

efficient. 

The study presented in chapter 4 provides interesting insights regarding 

reorganization decisions. In particular, innovative work practices that can be 

implemented to facilitate cross-unit collaboration should decrease the rate at which 

reversals - induced by the structural limitations - would be necessary. The 

implementation of such linking mechanisms between units should decrease the 

correlation between the speed of achieving collaboration and the need for structural 

change. In the face of strong unit-boundary spanning technologies, a reorganization 

would merely encourage new links between employees but not necessarily weaken the 

existing ones.1 To facilitate the establishment of such mechanisms, the theory  developed 

here suggests that they would be taken up more enthusiastically if the current structure 

is highly cross-functional.

Finally, the results from the study  reported in chapter 4 highlight that reversals 

may be necessary rather than merely due to the top management’s incapacity to get it 

right or their desire to feint progress. Providing a clearer explanation for its necessity 

may lighten some of the cynicism that many repeated reorganization announcements 

generate. As one of my interviewees from a large software development company put it, 

The point is, to employees this [reversal] looks kind of stupid.(...) 

after the second time, they think, OK, in two years’ time it’s going 

to happen again, they are just stupid up there, they are kind of 

crazy, because they don’t know what they want to do. 
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APPENDICES

Appendix A

Instructions to Participants of Experiment 1

You will work in a group of four to assemble a Meccano model. We will 

provide you with the instructions, the tools, and all necessary parts to put  the model 

together correctly. Your group will be evaluated on the basis of (1) the time needed to 

complete the model, and (2) accuracy  of your model. You will have 5 minutes to plan 

the assembly of the model, followed by up  to 45 minutes to plan and execute the 

assembly of the model.

- Your group  will receive £40 if you finish building the model within the time 

limit. We will evaluate your model in terms of accuracy  and functionality 

and deduct £2 for every inaccuracy.

- If you do not finish the model within the time limit, you will receive £20 

and we will deduct a further £2 for every step  in the instructions you have 

not completed and for every inaccuracy.

At the end of the session you will receive the final reward. Your group is then 

free to decide how to split the money between the four of you. 
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Appendix B
A Coding Example

For each firm, I started  by  establishing the current (2008) structure. This 

structure was usually displayed on the company’s website or latest  annual statement. I 

then started to search for the company’s name and one of the following search terms 

(reorgani*, restruc*, change) in five-year intervals (bringing up  several 1000 articles) 

and browse through the results. If this brought up a reorganization announcement, I 

would focus the time window around the date (+/- 6 months) and select  articles that 

provide details on the reorganization, in terms of announcement date, rationales given, 

descriptions of the old structure and of the announced changes. For each reorganization 

I read about 100-150 articles, and selected about 20 that combined would provide 

sufficient level of detail on (1) descriptions of the old and new business units and the 

total structure; (2) whether or not the CEO changed within the last 12 months; (3) the 

CEO’s statement on the change; and (4) whether or not the reorganization was 

accompanied by layoffs.

Below I provide exerts from various articles on a reorganization by  Motorola 

Inc. in 2006.

Motorola 2006

“Motorola, Inc today announced a reorganization of its Networks and 

Government & Enterprise Mobility Solutions businesses into one organization, to be 

called the Networks & Enterprise business.“ "This reorganization will allow us to 

strengthen our position in providing end-to-end network infrastructure solutions to 

private, public and enterprise customers worldwide," said Ed Zander, Chairman and 

CEO. "The new business also will leverage key current and next-generation 

technologies across those various market segments. With a more streamlined structure, 

Motorola will move faster, improve the cost structure of the company, including general 
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and administrative activities, and be more effective in meeting customer needs going 

forward."” 

In PR Newswire (U.S.), 3/3/2006 “Motorola Combines Networks and 

Government & Enterprise Mobility Solutions Businesses; New Organization Will 

Further Advance Seamless Mobility Strategy, Improve Operational Efficiency and Cost 

Structure”

“Motorola Inc. , the world's No. 2 cell-phone maker, said on Friday it is 

combining its network equipment and government and corporate units in a bid to cut 

costs and win new business. The network unit sells equipment that runs cellphone 

networks, a segment that analysts say has become cutthroat because of too many 

suppliers. The other business sells wireless gear to government and large business 

clients. (…) "I believe it makes sense because it eliminates the duplicative research and 

development between the two divisions," [Oppenheimer analyst Lawrence]  Harris 

said.”

In Reuters News, 3/3/2006, “UPDATE 1-Motorola combining networks, 

government units”

“"I believe it makes sense because it eliminates the duplicative research and 

development between the two divisions," said Oppenheimer analyst Lawrence Harris.

"The technologies and the pursuits of the two divisions have been coming 

closer together because the government unit has been pursuing bids to sell network 

equipment to public safety agencies and state governments," he said, noting that  they 

previously focused more on selling walkie-talkie radios.”

In CNET News.com, 3/3/2006, “Motorola combining networks, government 

units; Company hasn't yet said how move will help cut costs, but analyst says it will 

eliminate redundant R&D.”

“The realignment stands to involve nearly 50 percent of the company's nearly 

70,000 employees.” 

In CMP TechWeb, 3/3/2006, “Motorola Merges Two Businesses Units”
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“John Slack, an analyst with Morningstar Inc. in Chicago, said: "It's somewhat 

of a surprise to see them moving to combine these businesses just after reorganizing 

them a year ago. I think what we're seeing are the lines blur between a lot  of Motorola's 

business lines." Jane Zweig, president of Shosteck Associates, wireless industry analysts 

in Wheaton, Md., said the consolidation makes sense. "Both groups deal with 

networks," she said. "These products work for cellular carriers as well as public safety 

agencies so the combined group  has synergies and makes sense strategically. Networks 

will be able to integrate products for several markets and make more use out of 

Motorola's R&D.””

In Chicago Sun-Times (Howard Wolinsky, 4/3/2006, “Motorola merges 

divisions; no word on layoffs”

Because all these articles assume that we know what the two old units did, I go 

back to the previous reorganization announcement, where those units where described 

in detail:

“Motorola will focus the company on the following areas: (…)

Networks. Motorola will consolidate its network businesses into a single 

seamless organization to leverage talent, R&D and operating efficiency. The new 

Networks business will focus on existing cellular radio access networks, core IP 

networks including next  generation IMS/softswitch technologies, iDEN infrastructure, 

telco wireline access, embedded communications and computer platforms, a new 

802.XX mobile broadband group and a services and an applications management 

services business. Adrian Nemcek, president, will lead the new Networks business. 

Government and Enterprise. Building on the success of the company's mission-

critical voice and data delivery to traditional and emerging customers, Motorola will 

consolidate its market- and solutions-oriented businesses into a new organization that 

will bring our most advanced seamless mobility applications to Fortune 500 class 

enterprises, governments and automobile manufacturers worldwide. Greg Brown, 

president, will lead the new Government and Enterprise business.”

In PR Newswire (U.S.), 13/12/2004, “Motorola Realigns Businesses to Drive 

Seamless Mobility Strategy”
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Appendix C - Exploratory Survival Analysis
To gain a better understanding of the temporal nature of the data, I estimate the 

cumulative hazard rates for the main dependent variable (given that these data are 

comprised of repeatable events, estimating the survivor function does not make sense). 

The purpose of estimating the cumulative hazard rate is to investigate whether the 

hazard rate varies with time. Figure C.1 shows the Nelson-Aalen estimates of the 

cumulative hazard rate at  which firms reorganize their structure over analysis time. If 

the hazard rate was time independent, the integrated hazard rate would display a straight 

line. We can clearly see from figure C.1 that the hazard rate is time dependent.

Figure C.1 - Cumulative Hazard Function for Reorganization

Figure C.2 shows the cumulative hazard rate for the same dependent variable 

(any kind of reorganization), split  into two sub-samples by whether the previous 

structure (i.e. the organization structure prior to the focal reorganization) was 

predominantly comprised of cross-functional (red line) or intra-functional (blue line) 

units. The two curves are overlapping and we cannot discern any systematic pattern 

from it - note that the number of observations for longer periods between 

reorganizations drops dramatically, so that we cannot draw inferences from the tails of 

these functions.
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Figure C.2 - Cumulative Hazard Function for Reorganization by different types of 
structures held prior to the focal reorganization

Figures C.3 and C.4 show the cumulative hazard rates for the two types of 

reorganizations, respectively, split  into the same two sub-samples as applied in figure C.

2. Figure C.3 shows that the cumulative risk rate of a shift toward more intra-functional 

focus is relatively flat if the current structure is predominantly  intra-functional (blue 

line) and consistently below the cumulative risk rate for a shift toward more cross-

functional focus in the case where the current structure is predominantly cross-

functional (red line). 

Figure C.3 - Cumulative Hazard Function for Shift toward more intra-functional 
units by different types of structures held prior to the focal reorganization
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Figure C.4 shows the reverse effect for the relative shift  toward more cross-

functional focus: if the current structure is predominantly cross-functional, the 

cumulative hazard rate of shifting focus toward more cross-functional units is flatter and 

consistently below the cumulative hazard rate in the case of a predominantly  intra-

functional structure. Note that the functions appear to display a very small number of 

observations - this is because the data is stratified by firms. These exploratory  analyses 

already hint toward the hypothesized reversal pattern, observable only  when 

distinguishing between different types of reorganizations. 

Figure C.4 - Cumulative Hazard Function for Shift toward more cross-functional 
units by different types of structures held prior to the focal reorganization

Figure C.5 shows the cumulative hazard function for the dependent variable 

‘reversal’ (used for testing Hypothesis 2). The figures displays the cumulative hazard 

function split by the type of structure held prior to the focal reversal. Note that those 

structures that were predominantly  organized into intra-functional units (red line) 

showed a consistently higher risk of reversal relative to those structures that were 

predominantly organized into cross-functional units (blue line).
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Figure C.5 - Cumulative Hazard Function for Reversal by different dominant 
structures held prior to the focal reversal
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Appendix D: Residual Analyses
D.1 Accelerated Failure Time Model: Choosing a distribution

The accelerated failure time model is a survival model, which describes the 

survivor functions of two individuals relative to each other. Thus, in this context I 

estimate the difference in the rate at which the firms experience different kinds of 

events. These models require the specification of the functional form of the baseline 

hazard. The distributions of the event  time T can be linear (Weibull or exponential 

models), follow an inverted U-shape (log-normal or log-logistic models), or be 

estimated with a generalized gamma distribution (of which all but the log-logistic 

distribution are a special case). Note that the generalized gamma distribution, while the 

most general one, is harder to interpret and has a reputation for convergence problems, 

which also applies to the data in this paper (Allison, 1995).

 In order to choose among the four distributions that do converge 

(Weibull, exponential, log-normal, and log-logistic), I compute and compare the Cox-

Snell residuals, defined as 

     ei = -log S(ti | xi)

where S(t) is the estimated probability  of surviving to time t based on the fitted 

model, ti the observed event time for individual i, and xi is the vector of covariates for i. 

If the model fits the data well, the resulting plot of the Cox-Snell residuals should be a 

straight line, with origin zero and a slope equal to one. The fitted model for which the 

Cox-Snell residuals were estimated was:

h(tij) = [λγ(λt)γ-1]/[1+(λt)γ] 

where γ = 1/σ and λ = exp(-[β0 + β1 type of prior structurej + β2 controlsj ]) 

for firm i in time period j.

with the following control variables: performance, change in CEO, age (ln), 

number of employees (ln), degree of diversification, and firm dummies. The log-logistic 

model appears to be the most appropriate one, as shown in Figure D.1.

148



Figure D.1 – Cox-Snell Residuals for the Accelerated Failure Time models with 
different distributions

Weibull model    Exponential model

 

Log-logistic model    Log-normal model

  

D.2 Residual Analyses for Hypothesis 1: 
Fixed-Effects Partial Likelihood Model

One of the main concerns when fitting a Cox regression model is the 

appropriateness of the proportionality  assumption of the hazard rates. However, as 

outlined in the main text, I relax this assumption by stratifying the model by firm. 

A second concern is whether we need to adjust the functional form of the 

continuous predictors. The Martingale residual compares the number of events actually 

experienced against the expected number of events (for each firm). Based on this 

analysis, I can conclude that the main predictors in the models run do not need to be 

transformed (as shown in Figure D.2). Note that I identified the outliers in panels (a) 

and (b); excluding that reorganization as well as the firm that included that outlier did 

not alter the significance of the results.
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Figure D.2 - Martingale residuals for intra-functional units
Panel (a)- Dependent variable: ‘any reorganization’

Panel (b): Dependent variable: ‘shift toward intra-functional focus’

panel (c): Dependent variable: ‘shift toward cross-functional focus’
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I used score residuals and deviance residuals (rescaled Martingale residuals) to 

identify outliers and individual firms whose outcomes were poorly predicted. The 

deviance residuals confirm the analysis of the Martingale residual analysis. The score 

residuals allowed me to identify  the outlier mentioned above, and flagged a couple of 

additional outliers, with similar effects - removing those observations (or firms) from 

the analysis did not alter the significance of the results. 

D.3 Residual Analyses for Hypothesis 2: 
Accelerated Failure Time Model

I repeated the same residual analyses with the predictors included in the fixed-

effects partial likelihood and Accelerated Failure Time models used to test  Hypothesis 

2. The accelerated failure time model is a proportional hazard model, hence the 

Schoenfeld residuals do not apply  to this model. Again, by stratifying by firm (or 

including firm dummies in the model) I effectively allow for cross-firm variation. 

Again, I only report the results for the main predictor here, namely  the extent to which 

the structure prior to the focal reorganization was predominantly intra-functional. 

Given that this is a dichotomous measure, the Martingale residuals are not  very 

informative. 

While I already  identified the outliers with the residual analyses for H1, I used 

deviance residuals to identify individual firms whose outcomes were poorly predicted. 

The deviance residuals shown in Figure D.3 are evenly spread around zero. Note that 

the plots on the far right of the graph on the zero-line are censored observations. 

Running the analyses without any of the top three firms on the top left (close to 

deviance residual = 3) did not alter the statistical significance of the results.
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Figure D.3 - Deviance Residuals for the Accelerated Failure Time Model
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Appendix E
Figure E.1 - Systematic Reversal: with 

total number of cross-functional units in the old structure
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