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A B S T R A C T

In markets with a high proportion of wind generation, high wind outputs tend to induce low market prices
and, alternatively, high prices often occur under low wind output conditions. Wind producer revenues are
affected adversely in both situations. Whilst it is not possible to directly hedge revenues, it is possible to
hedge wind speed with weather insurance and market prices with forward derivatives. Thus combined hedges
are offered to the wind producers through bilateral arrangements and as a consequence, the risk managers
of wind assets need to be able to forecast fair prices for them. We formulate these hedges as binary option
contracts on the combined uncertainties of wind speed and market price and provide a new analysis, based
upon machine learning classification, to forecast fair prices for such hedges. The proposed forecasting model
achieves a classification accuracy of 88 percent and could therefore aid the wind producers in their negotiations
with the hedge providers. Furthermore, in a realistic example, we find that the predicted costs of such hedges
are quite affordable and should therefore become more widely adopted by the insurers and wind generators.
1. Introduction

The output of a wind power facility displays substantial variability
as well as stochasticity through time, such that volume risk at the asset
level is of significant concern to both the operators and investors. Some
assets are also operated as a merchant plant, thereby being exposed
to wholesale price risk as well. The wind asset operators in these
circumstances therefore, face daily revenue risks due to the variability
of the product of output volumes and market prices. Furthermore, even
when price risk is hedged with fixed price contracts or via financial
derivatives, the hedge may only be partial, e.g. against underlying day-
ahead reference prices rather than real-time prices. Thus, the prediction
of wind asset revenues (𝑝𝑟𝑖𝑐𝑒𝑠× 𝑣𝑜𝑙𝑢𝑚𝑒𝑠) is a very challenging problem
and furthermore, the available market instruments to manage the risks
in these revenues are under-developed and limited in scope. Swap
contracts do offer an option to hedge against risks and uncertainties but
they fail to specify the risks properly (Taylor et al., 2018). Lucy et al.
suggest modest alterations in such contracts to address these risks (Lucy
and Kern, 2021a) but they do not appear to have been widely adopted.
The power exchange in Germany, for example, introduced wind power
futures but they have been slow to attract liquidity and are therefore ex-
pensive (Nasdaq, 0000). Thus, revenue risk is awkward to manage, and
there is an adverse negative correlation between output and market
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price. For an energy generation company, a low market price combined
with a high wind energy availability leads to excess energy production
which needs to be sold at a lower price. An opposite situation arises
if there is low wind availability (hence a low energy output) but a
high market price. Furthermore, with the increasing proportion of wind
generation in the market, this negative correlation increases (Bunn and
Yusupov, 2015).

Whilst forecasting the market revenue is therefore challenging in
itself, given the increasingly negative correlation between price and
output, producers are generally concerned about hedging this revenue
risk. The simplest hedging process in this context would be through
insurance contracts sold on the basis of the joint risks of market
prices and wind speed measurements being above or below defined
values. This is what is known in the insurance industry as parametric
insurance, whereby the payoff events are based upon well-defined
and unambiguous metrics, such as the price reported at a particular
exchange, or the wind speed at a particular location (Drewing and
Lanavère, 2021). The so called ‘weather derivatives’ generally take the
form of these parametric insurance contracts (Zhang, 2001; Kusuma
et al., 2018; Daron and Stainforth, 2014). A crucial forecasting problem
then becomes that of predicting the hedging costs (i.e. insurance) of
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revenue risks. In this paper, we therefore, look at the risk management
task of forecasting a fair price for hedging revenue risk from renewable
facilities such as wind or solar. As far as we are aware, this is an
under-researched aspect of the predictive tasks in the management of
renewable assets.

With this objective in mind, the first task is to understand the
construction of the hedges that need to be forecasted. The joint uncer-
tainty in output volumes and market prices is the complicating feature.
Weather insurance is available for wind speeds and, independently,
price derivatives can hedge price risks, but it is the interaction of the
two that is of crucial interest. Elsewhere in energy trading, this problem
has been faced by gas retailers for many years, where temperature (and
hence winter demand) is negatively correlated with price. High winter
temperatures are typically insured against as they mean low sales at
low prices. Many of the large, global insurance companies have offered
customized insurance for these gas risks and some are beginning to offer
similar products to the wind operators eg. MarshLtd (2018), Drewing
and Lanavère (2021). These products use the ‘‘parametric insurance’’
models as described above. The designated wind speeds and wholesale
price levels are the parameters which trigger the payoffs. The insurance
companies generally use a historical, empirical analysis of these joint
outcomes to quote a price for the hedge (Berhane et al., 2021; Polasek,
2014). Evidently, there is concern about the robustness of these statisti-
cal estimates. Whilst historic weather data is stationary, wholesale price
dynamics evolve relatively quickly, as does the correlation between the
two. In practice, this may lead to the insurance companies including a
substantial model risk premium into their product prices.

Within quantitative energy market research, ‘quanto options’ often
refer to financial derivatives on the product of two underlying sources
of uncertainty, e.g. temperature (as a proxy for volume) and electricity
price (Benth et al., 2015; Kang and Zhao, 2017). Thus, quanto hedg-
ing models have been applied to crude oil, heating oil, and natural
gas (Shrestha et al., 2018), solar power revenues (Matsumoto and
Yamada, 2021), gas-fired power generation models (Christensen et al.,
2019) and wind generation (Lucy and Kern, 2021b). Often, because of
the need for analytical tractability, the stochastic models used in ana-
lytical approaches for quanto option pricing have limited complexity.
Their stochastic process assumptions for power prices in particular may
be regarded as too stylized. Often simple continuous diffusion process
models are used. Close to real-time, such models do not capture the
non-normality, volatility, and spikiness of spot prices, as determined
by supply scarcities, fuel price shocks, and daily demand fluctuations.
Thus, Caporin et al. (2012) has argued that Monte Carlo simulation
may perform better (and indeed this is the approach generally used in
commercial software), but empirical simulations may be inaccurate for
tail risks in situations with limited data and changing circumstances.
We argue therefore that the existing analytical and empirical methods
for quanto pricing may lack the realism and nuanced dynamics of
power prices for acceptable applications in practice.

Thus, between the robustness problems of the commercial empirical
approach to parametric insurance, and the simplifications required for
the analytical quanto options, there is a need for a different approach.
Furthermore, we observe from the commercial parametric insurance
products, that the required deliverable is, in essence, a classification
risk, i.e. the probability that the joint outcome will be in a critical
region defined by two parameters. In the work presented in this paper,
we propose a new derivative product which also depends on two uncer-
tain quantities: wind speed and electricity price. However, the payoff
in this product differs fundamentally from that of quanto options.
If we were to use a quanto option on wind speed (W) - electricity
market price (M) in a fashion similar to the one used in Benth et al.
(2015) or Kang and Zhao (2017) for volume-price pair, we need to
build a model to jointly predict the distribution of W and M with
a reasonable level of accuracy, which presents the same model risk
as mentioned above. Instead, we split the W-M plane into a finite
2

number of non-overlapping regions and predict which region the wind
speed-electricity price pair will belong to (instead of trying to predict
the exact values). This prediction is carried out using a data-driven,
machine learning methodology. Arguably, this idea reduces the model
risk in joint prediction of two quantities (one of which – electricity price
– is extremely volatile) significantly and yields fairer prices for hedges
than model-based analytical approaches. This would reduce the model
risk premium and make the product more affordable to the market
participants. We call the proposed option ‘‘binary option’’ to emphasize
its different payoff structure (which is closer to that of a binary option
in financial markets), which is discussed in detail later in Section 2.

Regarding the methodology for the analysis of electricity prices in
general, a wide range of analytical techniques have been proposed.
For example, a Nash equilibrium model is proposed in Hesamzadeh
and Biggar (2012) for electricity-price analysis. A bilevel optimization
model is suggested in Tómasson et al. (2020) for optimal offer-bid
strategy calculation in a competitive electricity market with stochastic
parameters. Olsina et al. used a stochastic simulation approach to assess
the influence of wind power generation on the market prices and their
investment implications (Olsina et al., 2007). Stochastic simulation
has also been used to obtain the bidding and offering curves taking
account of uncertainties related to load, temperature, wind speed, solar
radiation and purchasing power (Shi et al., 2019). Stochastic equilib-
rium models are also used in Moiseeva et al. (2017) for analyzing
strategic behaviors in electricity markets. An adaptation of the system
dynamics approach formulated the stock flow structure of an electricity
market model so that a more detailed analysis could help policymakers
determine the effects of market structure (Morcillo et al., 2018). A
hybrid simulation technique considering a soft linking approach of
agent-based modeling and systems dynamics elucidated the bidding
behavior of different market players (Wang et al., 2019). A systems
dynamic model of a tripartite evolutionary game assessed the impact of
renewable portfolio standards on the retail electricity market, wherein
the results indicated reversal effects, blocking effects and over-reliance
effects (Zhu et al., 2020). In another study, a stochastic model was
used to track the impact of wind power uncertainty on the operational
strategies of hydro-wind hybrid systems (Xu et al., 2019). A stochastic
approach was also used to assess the levelised cost of solar PV, for
which a deterministic method is more usual (Lee and Ahn, 2020).
An empirical econometric approach was used to assess the impact of
increased wind generation on wholesale electricity prices and it was
observed that there was some decline due to shifts in the dynamics of
supply and demand (Pirvaram et al., 2019). Another study developed
an economic cybernetic model to represent the characteristics of market
operation (Wu et al., 2023). A stochastic dynamic market model was
developed in Rios et al. (2019) to assess the deferring value of gen-
eration investments under uncertainties in liberalized power markets .
However, our focus is not upon asset investments but upon effective
risk management of assets via hedges in their short-term operations.

Elsewhere, machine learning techniques have been used widely in
power systems studies for forecasting and optimization and we consider
this class of approaches to be most suitable for the pricing of quanto
options, as formulated in this paper. Chen et al. (2020) analyzed short
term wind power prediction using a deep learning based auto-encoder
algorithm. Wind speed was forecasted using a deep belief network with
genetic algorithm for Taiwan (Lin et al., 2019). Deep neural networks
with spatial features were used for short term wind forecasting in Kho-
dayar and Wang (2019). In another study, a deep residual network with
bidirectional Long Short-Term Memory (LSTM) was used to forecast
one hour ahead wind power (Ko et al., 2020). Longoria et al. proposed a
meta agent learner approach for subsidy-free renewable trading, using
data from Nord pool and East Denmark (Longoria et al., 2020). To
assess the future responses of a wind turbine, a physics inspired stacked
LSTM model was used and it was concluded that such an algorithm was
able to forecast better than standard deep learning techniques (Woo
et al., 2020). Temporary Local Gaussian Process (TLGP) was used to

estimate forecasting uncertainty of probabilistic wind power (Yan et al.,
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2019). Ensemble forecasts were used to predict the wind power on
the basis of weather prediction and meteorological observations (Du,
2019). A Bayesian extreme learning machine (BELM) was used for multi
classification based forecasting of clearing prices in Canada Ontario and
New York market (Shao et al., 2020). A deep learning based ensemble
approach was used for crude oil price forecasting (Zhao et al., 2017). In-
terval Decomposition Ensemble (IDE) learning approach was proposed
to forecast crude oil prices considering different forecasting horizons
and data frequencies (Sun et al., 2018). In another study a Multi-
Source and Temporal Network (MSTAN) was used to forecast short
term probabilistic wind power (Zhang et al., 2021b). Several methods
such as the grey theory-based data preprocessor (Chang and Lu, 2018),
probabilistic forecasting (Wan et al., 2017), convolutional neural net-
works (Si et al., 2021), unsupervised clustering (Feng et al., 2019) have
been used for PV power forecasting. Various machine learning models
such as feed forward neural networks (Mutavhatsindi et al., 2020) and
Extreme Learning Machine (ELM) models (Hai et al., 2020) have also
been used to forecast solar irradiation. Machine learning techniques
have been applied for load control and forecasting (Miozzo et al.,
2020; Chen et al., 2019), distributed generation (Rezaei et al., 2020),
failure and fault studies (Gunda et al., 2020), smart grid and smart
energy infrastructure (Ahmed et al., 2020; Serban and Lytras, 2020;
Vosoogh et al., 2021; Zhang et al., 2021a), market trading (Munoz
et al., 2020), electricity theft (Ismail et al., 2020) as well as battery
management (Khan et al., 2020).

We therefore adopt a machine learning based multi-class classifica-
tion procedure for pricing the quanto-type options (referred to as binary
options and defined later in Section 2.1). In turn, this can provide a
basis for predicting fair prices for the joint price-volume hedges, which
the wind operators need in order to negotiate with the insurers.

Since the most surprising and serious events tend to occur close to
real-time, we focus on mitigating short term risks for the investor and
hence on day ahead hedging. The day-ahead auction for wholesale elec-
tricity is the most liquid trading market for power in many jurisdictions,
and as such, is the natural underlying for derivatives. It determines
the main component of power prices, as physically delivered, with
only a smaller component adjusted in subsequent intraday trading
and real-time balancing. It has also been the most heavily researched
aspect of electricity pricing (Lago et al., 2021). We therefore, develop
our prediction model for quanto-type hedges defined upon the price
as determined from the day-ahead auction and the wind outputs as
actually realized.

Specifically, the contributions of this paper can be summarized as
follows. We propose a novel binary option contract which is based on
both wind speed and day ahead price. We show that this contract can
be priced efficiently and accurately using machine learning and that it
leads to inexpensive hedging costs in realistic scenarios.

The paper proceeds as follows. In Section 2 a description of our
methodology is provided, with Sections 2.1 and 2.2 covering the defini-
tion of our hedging instrument and the mechanism for pricing it using
machine learning, respectively, followed by Section 3 which provides
the results. Section 4 concludes. Additional information about the
classifiers used and the results obtained is provided in the Appendices.

2. Methodology

The methodology is divided into two main sections: the binary
option contract formulation and the machine-learning, multi-class clas-
sification. Together these are used to predict the associated risks and
thereby estimate the fair price of the insurance contract.

2.1. Binary option contract on wind output and market price

In this section, we model the binary option which can be used
in order to hedge the short term revenue risk for a wind energy
producer, caused by (high wind, low price) or (low wind, high price)
situations. This derivative gives a non-zero payoff when the values of
3

the wind 𝑊 in a particular location and the market price 𝑀 fall in
one of the pre-specified regions in (W-M) plane, which corresponds
to the parameter settings in a parametric insurance contract. Note
that the insurance company will only use parameters extrinsic to the
company being insured and which can be externally validated. The
market prices will be from a defined power exchange and the wind
speed measurements from a defined weather monitoring service. We
assume that the asset owner can convert wind speed to wind output
for the revenue calculation and therefore in what follows, we refer to
𝑊 as wind output even though in practice the contract will be written
on wind speed. Thus, the payoff of this proposed financial instrument
is defined in abstract terms as follows.

Definition 1. Given fixed, disjoint regions 𝐼1, 𝐼2,… , 𝐼𝑛 ∈ R2 and
ixed positive constants 𝑄1, 𝑄2,… , 𝑄𝑛, for the variables 𝑥, 𝑦 the payoff

function of the proposed derivative is defined by

𝐻(𝑥, 𝑦) =

{

𝑄𝑖 if (𝑥, 𝑦) ∈ 𝐼𝑖,
0 otherwise

Due to the nature of the payoff, derivative instruments of this
ype are referred to as binary options, or digital options, or ‘cash or
othing’ options. Numerical methods for the pricing of binary options
hich depend on a single source of uncertainty (rather than on two

ources, as is the case here) have been discussed extensively in financial
athematics; see, e.g. Yang et al. (2020) and the references therein.

The regions 𝐼𝑖 in W-M plane are defined by adverse situations
hat the wind power producer wishes to hedge against (‘high price
low wind’ or ‘low price - high wind’ or both the situations), and
𝑖 represents the anticipated loss corresponding to those situations.
o be able to define the price of the binary option formally, we
onsider a filtered probability space (𝛺,𝑡,P) in standard notation and
et 𝑊𝑡,𝑀𝑡 be continuous time stochastic processes adapted to their
atural filtration. 𝑊𝑡 and 𝑀𝑡 represent wind power production at time
and day ahead market price at time 𝑡, respectively.

For 𝑇 > 0, for fixed regions 𝐼𝑖 ∈ R2 and fixed positive constants
𝑖, the price at time 𝑡 = 0 of an uncertain future payoff 𝐻(𝑊𝑇 ,𝑀𝑇 ) is
iven by

0 ∶= 𝑒−𝑟𝑇E(𝐻(𝑊𝑇 ,𝑀𝑇 ))

= 𝑒−𝑟𝑇
𝑛
∑

𝑖=1
𝑄𝑖P((𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼𝑖). (1)

here the expected values are taken under the joint probability mea-
ure induced by historic time series data on the wind power and the
arket price. Constructing a risk neutral pricing measure jointly on
ind power and price requires a liquid market of derivative products
hich depend on the joint distribution of these two quantities. Prices of

uch derivatives would then allow for the extraction of the associated
isk-neutral probabilities. In the absence of such a market, we can
nly use the historic measure. If the products such as the one we are
dvocating become established for short and medium term maturities,
heir prices, as determined by supply and demand, will allow us to
xtract risk neutral probabilities and then use them to price more
dvanced structured products. At the moment, this is a ‘first generation
roduct’ with no information available on jointly risk neutral measure.
he risk free interest rate 𝑟 is used to obtain the discounted present
alue. Since the time horizon 𝑇 in the context of our application is
airly short (e.g. one day before the day ahead price is revealed), the
iscounting factor 𝑒−𝑟𝑇 ≈ 1 and we will omit it from further discussion.

The choice of regions 𝐼𝑖 in the (W-M) plane and the constants
𝑖 are best illustrated by an example. Let 𝑀𝑥 be the number such

hat 𝑝𝑟𝑜𝑏(𝑀𝑇 ≤ 𝑀𝑥) = 𝑥. Here, the probability is interpreted as
mpirical probability derived from data, e.g. for 1000 possible market
rices available, 𝑀0.2 refers to the 200th largest price. 𝑊 𝑥 is similarly
efined. We will use different choices of 𝑥 to define non-overlapping
egions 𝐼 in W-M plane, which explicitly defines normal, favorable and
𝑖
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Table 1
Boundary conditions for the classes.
Class Conditions

𝐼ℎℎ (𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 > 𝑊 0.8 , 𝑀𝑇 > 𝑀0.8

𝐼ℎ𝑙 (𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 > 𝑊 0.8 , 𝑀𝑇 < 𝑀0.2

𝐼ℎ𝑚 (𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 > 𝑊 0.8 , 𝑀0.2 < 𝑀𝑇 < 𝑀0.8

𝐼𝑙ℎ (𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 < 𝑊 0.2 , 𝑀𝑇 > 𝑀0.8

𝐼𝑙𝑙 (𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 < 𝑊 0.2 , 𝑀𝑇 < 𝑀0.2

𝐼𝑙𝑚 (𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 < 𝑊 0.2 , 𝑀0.2 < 𝑀𝑇 < 𝑀0.8

𝐼𝑚ℎ (𝑊𝑇 ,𝑀𝑇 ), 𝑊 0.2 < 𝑊𝑇 < 𝑊 0.8 , 𝑀𝑇 > 𝑀0.8

𝐼𝑚𝑙 (𝑊𝑇 ,𝑀𝑇 ), 𝑊 0.2 < 𝑊𝑇 < 𝑊 0.8 , 𝑀𝑇 < 𝑀0.2

𝐼𝑚𝑚 (𝑊𝑇 ,𝑀𝑇 ), 𝑊 0.2 < 𝑊𝑇 < 𝑊 0.8 , 𝑀0.2 < 𝑀𝑇 < 𝑀0.8

adverse market conditions. Specifically, regions corresponding to the
two adverse market conditions (high wind speed - low market price
and low wind speed-high market price) are defined as follows:

𝐼ℎ𝑙 ∶= {(𝑊𝑇 ,𝑀𝑇 ), 𝑊𝑇 > 𝑊 0.8, 0 < 𝑀𝑇 < 𝑀0.2 }. (2)

𝐼𝑙ℎ ∶= {(𝑊𝑇 ,𝑀𝑇 ), 0 < 𝑊𝑇 < 𝑊 0.2,𝑀𝑇 > 𝑀0.8 }. (3)

Having defined disjoint regions in (W-M) plane (or classes) related
o adverse power-price scenarios, we can complete our definitions of
lasses to cover all possible scenarios. 𝐼𝑙𝑙 and 𝐼ℎℎ are defined in a
imilar fashion as above, respectively by (i) using 𝑀𝑇 < 𝑀0.2 and
𝑇 < 𝑊 0.2 as bounds and (ii) using 𝑀𝑇 > 𝑀0.8 and 𝑊𝑇 > 𝑊 0.8 as

ounds for the corresponding region in (W-M) plane. The definition of
ne of the remaining classes is as follows:

𝑚𝑚 ∶= {(𝑊𝑇 ,𝑀𝑇 ), 𝑊 0.2 ≤ 𝑊𝑇 ≤ 𝑊 0.8,

𝑀0.2 ≤ 𝑀𝑇 ≤ 𝑀0.8 }. (4)

The remaining classes, 𝐼𝑚𝑙, 𝐼𝑙𝑚, 𝐼𝑚ℎ, and 𝐼ℎ𝑚 are also defined in a
traightforward fashion, using the same bounds on the two variables,
iz 𝑀0.2, 𝑊 0.2, 𝑊 0.8, and 𝑀0.8 as given in Table 1. Evidently, we have
llustrated the construction of the so called value at risk parameters
or a joint outcome defined with a 0.2 chance of a lower price and
0.2 chance of higher wind output. The joint probability will not be

he product because these outcomes are not independent. Other value-
t-risk parameters can be used in a similar way, depending upon the
isk limits determined by the risk management team in the company.
owever, we suggest these limits are typical of practice being close to
0.05 value-at-risk level (evidently 0.04 if they were independent).

It is also possible to use joint time series models to make point
orecasts for 𝑀𝑇 and 𝑊𝑇 . However, as mentioned in the first section,
o forecast the sets of adverse scenarios and their probabilities, a data-
riven and non-parametric classifier approach appears to be far better
uited than the time series approach with its associated model risk.

If the wind energy producer wishes to hedge the risk of (𝑊𝑇 ,𝑀𝑇 ) ∈

ℎ𝑙 ∪ 𝐼𝑙ℎ, they can purchase a contract with payoff as defined in (9),
ith 𝑛 = 2, 𝐼1 = 𝐼ℎ𝑙, 𝐼2 = 𝐼𝑙ℎ and 𝑄1, 𝑄2 defined by appropriate proxies
f the anticipated reduction in revenues which need to be hedged. One
ossible proxy for each anticipated revenue is the difference between
he anticipated median revenue under a normal situation (when the
ind power-market price pair is in 𝐼𝑚𝑚) and the anticipated lower rev-
nues when the two quantities are in their respective extreme quantiles
either (𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼ℎ𝑙 or (𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼𝑙ℎ). These anticipated losses can
e calculated from the classification results on the training data. While
he chosen proxy for loss of revenue is intuitively justifiable and is con-
istent with our data-driven methodology, it is possible to base the val-
es of 𝑄𝑖 on other proxies, e.g. on the difference in the means of the two
evenues (rather than the medians). Given values of 𝑄1 and 𝑄2 obtained
s anticipated losses, the price of a binary option contract to be used as
hedge can be estimated by machine learning using multi-class classi-

ication algorithms, as demonstrated in Section 3 especially Eq. (10).
In a general situation, 𝐼𝑖 and 𝑄𝑖 will be determined by specific hedg-

ng and risk mitigation requirements, and the proposed procedure does
ot depend on the exact shape of 𝐼𝑖 or the exact choice of 𝑄𝑖. For exam-
le, one may use deciles, i.e. the set of bounds {𝑀0.1,𝑊 0.1,𝑀0.9,𝑊 0.9},
nstead of {𝑀0.2,𝑀0.8,𝑊 0.2,𝑀0.8} as used in the paper, to model
4

dverse scenarios. In terms of similarity with existing commercial
roducts, these proposed options are closest in their manner of op-
ration to parametric insurance offered by large insurers (SwissRe
oprotate Solutions, 2023), which was discussed earlier in Section 1.

The next subsection illustrates how we can use the various machine
earning algorithms to derive the probabilities P

(

(𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼ℎ𝑙
)

and
(

(𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼𝑙ℎ
)

.

.2. Forecasting based on a deep learning algorithm

As outlined in 2.1, we need to estimate the probabilities of the wind
ower 𝑊 and the market price 𝑀 taking adverse combination of values
which, in turn, corresponds to 𝑊 ,𝑀 belonging to classes 𝐼𝑙ℎ and 𝐼ℎ𝑙).
e train an ensemble classifier based on machine learning algorithm,

o predict the probabilities of classes to which a pair (𝑊 and 𝑀) will
elong, for all the 9 classes defined in the previous subsection. This
llows us to price the necessary hedging instruments, i.e. the binary
ptions defined as above.

Given the widespread use of machine learning in power systems ap-
lications as discussed in Section 1, it is natural that we should look to
pply it for our pricing formulation. The particular type of application
e need, however, is for parametric classification to support our binary
ption specifications. Recall that the main purpose of defining multiple
lasses is to characterize joint occurrences of adverse market price-wind
ower production combinations (i.e. high 𝑊 + low 𝑀 or low 𝑊 + high

𝑀 classifications), which are the classes leading to adverse revenue
fluctuations and need to be hedged against.

The classes and their boundary conditions are discussed in Table 4.
Our designated classes are mutually exclusive and each class has a
defined state and range for the parametric 𝑊 and 𝑀 values. The
esponse variable comprises the classes as defined on the 𝑊 and 𝑀

values. The explanatory variables are numerous, depending upon the
factors available to market participants, and are for example defined
for the particular case study application in Section 3. The explanatory
variables are chosen through trial and error, by testing the algorithm
with various combinations of explanatory variables and choosing a set
of variables which gave an acceptable accuracy of classification.

The classification design can be balanced or unbalanced depending
on the frequency distribution in the classes. The unbalanced classifica-
tion creates issues for the classifiers as the minority classes can be over-
looked, thereby affecting the performance of the classifiers (Fernández
et al., 2018; Wang and Yao, 2012). However, ensemble based machine
learning algorithms combine predictions from multiple models and
thereby tend to perform better in unbalanced multi-class classification
problems.

Ensemble methods combine several individual classifiers in particu-
lar ways to create an averaged prediction of the classes. The ensemble
classifiers work on a voting mechanism and the ensemble of classifiers
gives better predictions than individual classifiers (Ren et al., 2016).
In this paper, several ensemble classifiers Extra Tree (ET), Random
Forest (RF), K nearest neighbors, Adam Gradient Boosting, Light Gradi-
ent Boosting Machine (LGBM), neural network-based classifiers, Naïve
Bayes, Multinomial Naïve Bayes and Support Vector based classifiers
were tested. In other words, we have compared the main machine-
learning methods to find the best method for our application, and in
that respect, the ensemble classifiers were found to give the highest
accuracy. The classification was tested with multiple classifiers which
varied in their approach of classifying the dataset.

The dataset is divided into training and testing subsets, wherein
the training data are used to fit the model and the testing data are
used to assess the accuracy of the fitted model. The ‘‘One versus
the Rest’’ strategy is a heuristic method, which splits the multi-class
classification into one binary classification problem per class. Based on
the classification, a binary classifier is trained on each problem and
then the predictions are made. The goal is to explore a set of internal
model parameters and the process is iterative. The algorithm is fast in
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Fig. 1. Confusion matrix of the chosen classifiers.

processing and hence, it is possible to update the model parameters at
the desired frequency (for e.g. daily or more) if needed.
5

As observed in Table 5, ETs achieve better performance than the
other classifiers which were tested.

From the original training data, each decision tree is constructed.
A mathematical criterion is used to split the data based on the best
feature, provided from a feature set to each tree from a random sample
of k features. In the model, the ‘‘entropy’’ criterion is used to measure
the quality of a split. Information gain is used as a criterion for the
decision. The entropy is calculated as

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =
𝑐
∑

𝑖=1
−𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖) (5)

where c is unique class labels and 𝑝𝑖 is proportion of classes with output
label as 𝑖. More information on how RF and ET operate can be found
in Geurts et al. (2006), Liaw et al. (2002).

The information gain is calculated based on the decrease in entropy
and is used to calculate the feature importance. The accuracy of the
model is assessed through classification accuracy.

𝐶𝑙𝑎𝑠𝑠𝑖𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃 𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
𝑇 𝑜𝑡𝑎𝑙 𝑃 𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

(6)

The probability for one of the classes in each prediction instance will
generally be close to 1 and for all the other classes, it will be close to
zero. This probability is based on soft voting. As there are several trees
being generated, each of these trees predicts probabilities for the class
and finally, the ensemble averages them across the trees. This leads to
a probability for each class and the predicted class corresponds to the
one with the highest probability.

To evaluate the performance of the classifier, the confusion matrix
of the three top performing techniques was analyzed. A confusion
matrix is one of the techniques often used to evaluate the performance
of a classification algorithm and essentially it provides an overview of
the times when the model correctly predicts the expected class. Also,
to further assess the impact of input parameters, a feature importance
metric was calculated for the Extra Tree classifier. The classification
report gives the macro average1 which is the averaged unweighted
mean per label, as well as a weighted average2 and support.3 The
precision metric indicates the ability of the classifier to avoid classifying
positive when it is negative. It is calculated as below:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(7)

where TP and FP represent total predictions and false predictions,
respectively. Recall refers to the possibility of identifying all positive
events. It is defined as

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(8)

where FN represents false negative predictions. The F1 score indicates
the percentage of predicted positives which were correctly identified.
It is the harmonic mean4 of the recall and precision scores.

3. Case study

3.1. Input data

The data for the analysis were collected from the Nordpool web-
site (Nordpool, 0000). We used the hourly data for Sweden over the
period 2015–2019 (five years) and cleaned for missing observations.
The description of the data is given in Table 2. The data split for the
training and the testing dataset is 80%–20%.

1 Macro average assigns similar weight to each prediction while calculating
the average and does not consider the imbalance in the classification.

2 Weighted average calculates the average based on the proportion of each
class in the dataset.

3 Support represents the number of actual occurrences of the class in the
specified dataset. It indicates the accuracy of the classifier in comparison to
other classes.

4 Harmonic mean is calculated by dividing the number of values in a data
series by the sum of the reciprocals of each of the values in the data series.
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Table 2
Data description.
Descriptor variables Description Units

Wind production (d-1) and (y-1) Hourly wind production for Sweden MWh
Market Prices (d-1), (d-2) and (y-1) Day ahead market prices for Sweden SEK/MWh
Day (d) Day of the year 1-366
Hour (d) Hour of the day 0-23
Month (d) Month of the year 1-12
Wind Speed (d-1) and (y-1) Wind speed for Sweden (Longoria et al., 2020) m/s
CHP production (d-1) Hourly CHP power production MWh
Nuclear Production (d-1) Hourly nuclear power production MWh
Solar Production (d-1) Solar power produced hourly MWh
Consumption (d-1) Consumption MWh
Hydropower (d-1) Hourly hydro reservoir GWh
h
p
i
t

Table 3
Statistical features of market price and wind production.

Market price (SEK/MWh) Wind production (MWh)

Count 43798 43798
Mean 325.16 1783.05
Std 134.72 1114.89
Min 1.28 18.12
25% 234.14 887.05
50% 304.49 1584.48
75% 412.45 2490.40
Max 2573.41 5874.00

1Std means standard deviation.
225%, 50% and 75% represent quantiles which are the points dividing the range of a
probability distribution of the data.

Table 4
Bounds of classes.

Class M(SEK) and W (MWh) Lower bound Upper bound

Ihl
M 389 2003
W 38.8 842

I lh
M 1.28 248
W 2450 7449

Imm
M 249 388
W 843 2449

Table 5
Classification Accuracy of Different Classifiers.
Classifier Accuracy

Extra Tree 88.5
Light Gradient Boosting Machine 87.62
XGBoost 87.35
Random Forest 86.28
Histogram based Gradient Boosting 83.83

The classes are as defined in Section 2.1 with the labels 𝑙𝑙, 𝑙𝑚, 𝑙ℎ, 𝑚𝑙,
m, 𝑚ℎ, ℎ𝑙, ℎ𝑚, ℎℎ in the confusion matrices for the classifiers which
ere analyzed further. The statistical features of the data are described

n Table 3.
The upper and lower bounds of the specific classes, ℎ𝑙, 𝑙ℎ, and mm,

hich we are concerned with in this example, are given in Table 4.

.2. Classifiers

A summary of the classification accuracy of the different methods is
resented in Table 5. Several classifiers were tried for the analysis and
he accuracies of the top 5 are presented in Table 5. The accuracies of
ome of the other classifiers are summarized in Appendix.

Evidently, the ensemble classifiers were able to predict the classes
etter and so the Extra Tree, Light Gradient Boosting classifier, and
GBoost were further analyzed. A confusion matrix of these three
lassifiers is given in Fig. 1. The confusion matrix indicates the clas-
ification accuracy which is given in Table 6. The diagonal elements
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epresent the correctly identified classes. As this is an unbalanced 1
Table 6
Classification report.

Extra Tree precision recall F1-score support

Iℎℎ 0.89 0.84 0.86 330
Iℎ𝑙 0.90 0.88 0.89 470
Iℎ𝑚 0.89 0.88 0.88 1017
I𝑙ℎ 0.88 0.82 0.85 396
I𝑙𝑙 0.87 0.87 0.87 339
I𝑙𝑚 0.89 0.90 0.89 1018
I𝑚ℎ 0.90 0.88 0.89 1066
I𝑚𝑙 0.90 0.89 0.89 940
I𝑚𝑚 0.92 0.94 0.93 3184

Accuracy 0.90 8760

Macro avg 0.89 0.88 0.89 8760

Weighted avg 0.90 0.90 0.90 8760

LGBM precision recall F1-score support

Iℎℎ 0.89 0.81 0.85 315
Iℎ𝑙 0.89 0.79 0.84 435
Iℎ𝑚 0.87 0.88 0.87 998
I𝑙ℎ 0.92 0.80 0.85 405
I𝑙𝑙 0.89 0.81 0.85 362
I𝑙𝑚 0.88 0.89 0.89 1012
I𝑚ℎ 0.88 0.85 0.87 1071
I𝑚𝑙 0.87 0.84 0.86 937
I𝑚𝑚 0.88 0.94 0.91 3225

Accuracy 0.88 8760

Macro avg 0.89 0.85 0.86 8760

Weighted avg 0.88 0.88 0.88 8760

XGBoost precision recall F1-score support

Iℎℎ 0.89 0.81 0.85 315
Iℎ𝑙 0.85 0.80 0.82 435
Iℎ𝑚 0.87 0.87 0.87 998
I𝑙ℎ 0.91 0.80 0.85 405
I𝑙𝑙 0.86 0.81 0.84 362
I𝑙𝑚 0.87 0.88 0.88 1012
I𝑚ℎ 0.88 0.85 0.87 1071
I𝑚𝑙 0.86 0.83 0.85 937
I𝑚𝑚 0.88 0.93 0.91 3225

Accuracy 0.87 8760

Macro avg 0.87 0.85 0.86 8760

Weighted avg 0.88 0.88 0.87 8760

dataset, the number of hl and lh classes is lower than other classes.
Evidently, the lh and hl classes are predicted more accurately by the
Extra Tree classifier than with the LGBM and XGBoost methods.

As the Extra Tree classifier was the best performing classifier, it is
useful to assess the relative importance of different features for this
classifier. As observed from Fig. 2, the lagged market price (𝑑 − 1)
as the highest influence on the forecasting algorithm, whereas solar
roduction and CHP production have lesser importance. The feature
mportance is often dependent upon circumstances. In 2018, the elec-
ricity supply mix consisted of 41% nuclear power, 39% hydropower,
0% wind power, 0.2% solar power and the rest from CHP (SCB,
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Fig. 2. Feature importance of extra tree classifier.

0000). Although the electricity supply mix is dominated by nuclear
and hydropower, they act as base load and they are less important
in the feature sense than wind production which is more variable
and thereby creates more day-by-day price volatility. The electricity
price and demand have the highest feature importance. In general, the
feature importance depends on the features which are more variable in
nature.

The value of the insurance contract (or alternatively, the price of
the binary option) is determined as follows:

𝑃0 ∶= E(𝐻(𝑊𝑇 ,𝑀𝑇 )) =

𝑄1P((𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼𝑙ℎ) +𝑄2P((𝑊𝑇 ,𝑀𝑇 ) ∈ 𝐼ℎ𝑙) (9)

with the values of 𝑄1 and 𝑄2 estimated from the data as:

𝑄1 = E(𝑊 ×𝑀|(𝑊 ,𝑀) ∈ 𝐼𝑚𝑚)

− E(𝑊 ×𝑀|(𝑊 ,𝑀) ∈ 𝐼𝑙ℎ)

𝑄2 = E(𝑊 ×𝑀|(𝑊 ,𝑀) ∈ 𝐼𝑚𝑚)

− E(𝑊 ×𝑀|(𝑊 ,𝑀) ∈ 𝐼ℎ𝑙) (10)

The values for 𝑄1 and 𝑄2 are in SEK, i.e. local currency on an hourly
basis.

3.3. Forecasting the fair prices for the hedges

Based on the method discussed in Section 2.1 above, the payoffs are
calculated, expressed on a per MWh basis to reflect the fair price based
on Eq. (9).

From our data, taking the corresponding sample averages in Eq. (10),
and using anticipated losses calculated as outlined in Section 2.1 leads
to 𝑄1 = 40928.79 and 𝑄2 = 28098.8 SEK/MWh.5 It is assumed that
the wind operator will consider these differences in median revenues
during normal situations and extreme situations as a fair basis for the
insurance payoff and that both counterparties to the contract. The wind
operator and the insurer will have market information in common to
estimate the probabilities of the (𝑊𝑇 ,𝑀𝑇 ) pair being in each of the
relevant regions in Eq. (10). The probability of (𝑊𝑇 ,𝑀𝑇 ) being in an
extreme quantile is quite small and close to zero, leading to option
prices of around 6–7 SEK/MWh or lower.

5 As we are taking a data-driven classification approach, an average payoff
value is calculated ex-ante to the classification outcomes. Note that all the
terms in the payoff (including the strike price) being unknown or random at
the inception of an option is not at all unusual in financial derivatives. For
e.g. an arithmetic average Asian option on a stock with price 𝑆𝑡 has a payoff
given by max

(

𝑆 − ∫ 𝑇 𝑆 𝑑𝑢
)

, where the strike price itself is path dependent.
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𝑇 0 𝑢
Fig. 3. Distribution of calculated payoff per MW (fair hedge prices).

Table 7
Revenue for each class.

Class Revenue without hedge (in SEK) Revenue with hedge (in SEK)

Iℎℎ 524,209,222 524,154,746
Iℎ𝑙 128,919,792 128,310,170
Iℎ𝑚 929,022,927 928,688,971
I𝑙ℎ 258,089,455 250,416,788
I𝑙𝑙 29,519,799 29,509,443
I𝑙𝑚 294,550,595 293,877,946
I𝑚ℎ 1,285,865,328 1,285,228,080
I𝑚𝑙 177,345,856 177,274,687
I𝑚𝑚 1,830,986,882 1,830,986,882

The histogram of a year’s forecasts is presented in Fig. 3 and the
hourly variation is shown in Fig. 4. Tables in Appendix summarizes
the hourly descriptive statistics. In general, it is perhaps surprising
that there is not more variation within the day. As regards the size of
these prices, they are not large, with a maximum below 7 SEK/MWh
compared to the average market price of 325 SEK/MWh (Table 3). In
practice, much would depend upon the choice of the extreme quantile
values agreed with the insurer. Nevertheless, as a price to hedge the
daily extremes of revenue risk, this would appear to be quite affordable,
being comparable to other transaction costs such as trading fees and use
of system charges.

Furthermore, we can see in Fig. 3 that there are very few instances
of the hedge prices for the binary options at prices of 6–7 SEK/MWh
indicating, as expected, that these are extreme occurrences. It is also
observed from the payoffs per hour (Fig. 4), that the hedge price
volatility is greater during the daytime (from 11:00 am until 16:00 h)
than in the evening and early morning.

Over test data (8760 samples), we calculated the total revenue
with and without hedging for each class. Here, hedging refers to the
purchase of the binary option which fixes the per MWh price for 𝐼𝑙ℎ
and 𝐼ℎ𝑙 classes, as mentioned in Section 3.2. Given that we are insuring
against the worst case (wind power, market price) scenarios, we also
looked separately at the total revenue for 1% worst case revenue
scenarios — both for all the classes together (87 data points) and solely
for classes 𝐼𝑙ℎ and 𝐼ℎ𝑙 (8 data points), with and without hedging. The
results are given in Tables 7 and 8 and are summarized below.

Due to the cost of option premium, the total revenue with hedging
is slightly lower than the total revenue without hedging, although the
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Fig. 4. Hourly variation in hedge prices.
Table 8
Revenue for 1% worst cases.

Revenue without hedge (in SEK) Revenue with hedge (in SEK) Number of datapoints

All classes 2,233,106 2,266,143 87
Iℎ𝑙 and I𝑙ℎ classes 3,33,961 3,67,397 8
8
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Fig. 5. Flowchart of the proposed methodology in the paper.
difference is only 0.19%. As anticipated, the revenue under the worst
case conditions with hedging is higher than the revenue under the same
conditions without hedging. The improvement of the worst-case rev-
enue for data points in only the two extreme classes (𝐼𝑙ℎ and 𝐼ℎ𝑙) is quite
significant (10.01%). When considering the total revenue of data points
in all the classes together in the worst 1% quantile, hedging still brings
about 1.48% improvement in revenue. The improvement is quoted after
accounting for the cost of purchasing the option contract. Finally, the
absolute worst-case revenue over the entire test data improves from
14,577 SEK without hedging to 40,928 SEK with hedging. This shows
the value of using the proposed binary option contracts as an insurance
for controlling extreme revenue fluctuations.

We summarize our approach by means of a detailed flowchart as
shown in Fig. 5. The methodology starts with data collection and
cleaning. The definition of classes is followed by the identification of
the explanatory variables. The machine learning based classification
approach (Section 2.2) is then used for forecasting the classes and
calculating the probabilities. These values are then utilized to calculate
the payoff as described in Section 2.1.
9

4. Conclusion

Operators of merchant wind facilities are concerned about both out-
put and market price volatility and their risk managers will generally
require them to hedge against extreme adverse events. Furthermore,
with regard to investor relations, reporting on hedging practices is
becoming increasingly required. Thus, forecasting the cost of hedges
is an important element in the range of forecasting tasks faced by the
operator. This is particularly crucial because such hedges are usually
arranged as bespoke contracts with insurance companies and in this
context, it is essential for the operator to negotiate with a view of the
fair price in mind.

We have developed and validated a novel data-driven approach to
predict the fair price of such hedges, which take the form of binary
options. They are exercised if wind and market price variables occur
in predefined extreme ranges, as expressed by quantiles. We compared
various machine learning classifiers to predict the probability of the
binary option being exercised and these demonstrated good accuracy.
The fair prices were then calculated as expectations and appeared to
be plausible in the case study context examined. The fair prices are
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Table A.1
Descriptive statistics of payoff per MW.

Hour Mean Std Error Median Std Dev Variance

h1 0.52 0.07 0.07 1.23 1.50
h2 0.58 0.08 0.04 1.48 2.18
h3 0.55 0.08 0.05 1.44 2.08
h4 0.55 0.08 0.04 1.44 2.07
h5 0.65 0.09 0.05 1.53 2.32
h6 0.42 0.06 0.05 1.12 1.25
h7 0.52 0.07 0.07 1.17 1.37
h8 0.56 0.07 0.07 1.24 1.54
h9 0.53 0.06 0.06 1.15 1.31
h10 0.57 0.07 0.05 1.32 1.74
h11 0.48 0.06 0.04 1.13 1.27
h12 0.56 0.08 0.03 1.33 1.77
h13 0.46 0.07 0.03 1.19 1.40
h14 0.55 0.08 0.03 1.37 1.86
h15 0.44 0.07 0.03 1.21 1.45
h16 0.65 0.08 0.03 1.51 2.28
h17 0.41 0.07 0.03 1.17 1.37
h18 0.33 0.06 0.03 0.99 0.98
h19 0.42 0.07 0.03 1.16 1.33
h20 0.38 0.06 0.03 1.09 1.18
h21 0.44 0.07 0.03 1.26 1.59
h22 0.33 0.06 0.03 1.10 1.19
h23 0.39 0.06 0.03 1.04 1.08
h24 0.42 0.06 0.06 1.03 1.06

1Std means standard.

in the range of 6–7 SEK/MWh indicating that they are small enough
to act as realistic hedges, compared to the average market price of
325 SEK/MWh. These fair prices do of course depend upon the risk
criterion as defined by the selected quantile. They turned out not to be
expensive in comparison to the other trading costs, such as transaction
and use of system fees, and as such, we would argue that as revenue risk
becomes more important for wind generators, the use of these hedges
will become more attractive. In that context, accurate forecasting of the
hedge prices will be necessary to help the asset owners manage the risk
and negotiate with the insurers.

Whilst the case study is illustrative of a particular set of parameters
– in practice the hedges can be designed according to different degrees
of extreme conditions and payoffs – we argue that the approach has
wide generality and can be extended across different horizons and
broader portfolios of assets.
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ppendix. Descriptive statistics for the payoff and classification
ccuracy of various classifiers

Tables A.1 and A.2 indicate the descriptive statistics of the insurance
remium over 24 h of the day for the classes. The tables indicate the
verage, median values, standard deviation, kurtosis, skewness, and
inimum and maximum values for the hourly payoff per MW.

Table A.3 indicates the accuracy of other classifiers for our partic-
lar dataset. These classifiers were tested for different kernels and the
yperparameters were tuned. Details of parameter tuning and choice
f kernels are omitted for brevity and are available from the authors.
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Table A.2
Descriptive statistics of payoff per MW.

Hour Kurtosis Skewness Min Max Sum Count

h1 10.65 3.29 0.00 6.66 181.21 355
h2 7.25 2.90 0.00 6.69 211.55 365
h3 8.42 3.08 0.00 6.69 204.34 377
h4 8.47 3.09 0.00 6.66 197.51 364
h5 6.30 2.72 0.00 6.62 222.63 346
h6 16.54 4.03 0.00 6.67 152.00 363
h7 10.29 3.20 0.00 6.45 190.31 366
h8 9.66 3.09 0.00 6.71 212.21 380
h9 7.56 2.75 0.00 6.51 195.09 369
h10 8.55 2.96 0.00 6.73 209.38 370
h11 7.80 2.84 0.00 6.17 170.21 356
h12 7.73 2.85 0.00 6.71 183.58 333
h13 8.87 3.03 0.00 6.56 171.07 374
h14 7.74 2.87 0.00 6.75 195.53 361
h15 11.01 3.32 0.00 6.75 170.07 389
h16 5.84 2.62 0.00 6.78 243.31 380
h17 13.64 3.72 0.00 6.64 150.38 375
h18 21.07 4.48 0.00 6.62 117.74 366
h19 12.21 3.52 0.00 6.47 140.32 338
h20 15.29 3.86 0.00 6.63 134.97 364
h21 12.53 3.60 0.00 6.62 158.35 364
h22 21.13 4.60 0.00 6.75 117.95 368
h23 16.10 3.93 0.00 6.60 142.03 372
h24 17.72 4.05 0.00 6.67 150.49 365

Table A.3
Classification accuracy of other classifiers.
Classifier Accuracy

K Neighbors classiifer 78.2
CatBoost 74.4
Decision Tree 66.2
SVC 54.4
Radius Neighbor Classifier 54
Logistic Regression 43.3
Ridge classifier 39
Naive Bayes classifier for Bernoulli models 36.75
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