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Experiments have long played a crucial role in various scientific disciplines and have been gaining 
ground in organization theory, where they add unique value by establishing causality and uncovering 
theoretical mechanisms. This essay provides an overview of the merits and procedures of the 
experimental methodology, with an emphasis on its application to organization theory. Drawing on the 
historical roots of experiments and their impact across science, we argue the method holds immense 
potential for furthering organization theory. We highlight key advantages of experimental methods, 
including high internal and construct validity, vividness in communicating findings, the capacity to 
examine complex and understudied phenomena, and the identification of microfoundations and 
theoretical mechanisms. We alleviate some concerns about external validity and offer guidance for 
designing and conducting sound, reproducible experimental research. Ultimately, we contend that the 
current experimental turn holds the potential to reorient organization theory. 
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“The first and most obvious distinction between Observation and Experiment is, that the latter is an 
immense extension of the former. It not only enables us to produce a much greater number of 
variations in the circumstances than nature spontaneously offers, but also, in thousands of cases, to 
produce the precise sort of variation which we are in want of for discovering the law of the 
phenomenon; a service which nature, being constructed on a quite different scheme from that of 
facilitating our studies, is seldom so friendly as to bestow upon us.” 

 

(John Stuart Mill, A System of Logic, 1874: p. 274, § 3)  

How does life emerge? In mid-nineteenth century Europe, the prevailing theory was spontaneous 

generation, holding that organisms emerge from nonliving matter, like yeast spawning out of air. Louis 

Pasteur, a young scientist, had a different hypothesis: air merely carries organisms that are invisible to the 

eye. Seeking a design to test the idea, he examined the details of century-old experiments and came up 

with a new instrument: a glass container, filled with nutrient-rich broth, topped by a slender twisted tube. 

If air was the source of life, he reasoned, the added tube would not stop regeneration. Conversely, if life 

was carried by invisible air-borne spores, the tube would stop them from reaching the broth. He started 

with three identical flasks. In the first, the tube filtered the air reaching the liquid. In the second, he broke 

off the tube, letting the air meet the nutrients directly. In the third, he let the broth flow through the tube, 

similarly exposing it to air. The results—that yeast was absent from the first flask but developed in the 

others—contradicted the scientific consensus. Instead, the findings evidenced how tiny organisms, 

invisible to the naked eye, are carried in the air. Pasteur’s discovery, easy to replicate, paved the way for 

germ theory, which revolutionized medicine and agriculture, bringing inventions like pasteurization and 

vaccines, saving millions of lives. 

Louis Pasteur’s work epitomizes a good experiment: It is simple, elegant — and decisive. Since 

they excel in proving causality, experiments have become the workhorses of the sciences. They are as 

central to physics as they are to biology and chemistry. In medicine, randomized control trials, a form of 

field experiments, are routinely deployed to study the efficacy of drugs, surgical techniques, medical 

devices, diagnostic procedures, and other treatments. In the social sciences, psychology was quick to 

adopt the experimental method. Since the late nineteenth century, the method has become central in most 

branches of psychology (and, subsequently, in micro-organizational behavior). In economics, starting in 
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the mid-twentieth century, experiments began to assume a more central role, examining behaviors that 

had been theorized and studied in archival data, but rarely directly. The results shook well-established 

theories, as we exemplify throughout. 

When organization theory was born, experiments were sitting bedside, in the delivery room. In a 

nine-page memorandum, Herbert Simon and Harold Guetzkow (1952) proposed to George L. Bach, their 

dean at Carnegie Mellon, a program of “research into behavior in Organizations.”1 The research proposal 

began with field studies “employing interviewing and observational techniques,” which were to inspire 

ideas to be tested through “laboratory experimentation,” culminating in “theory development.” The grant 

proposal must have been fruitful, as their laboratory became a spring of experimental research, 

supplementing work that was purely theoretical or relied exclusively on archival data.  

After reading hundreds of experimental papers, including those submitted to this special issue, we 

can offer some guidance on experimental research and its merits for organization theory. We outline why 

experiments are considered the gold standard of evidence and how they have propelled scientific 

disciplines, including psychology and economics, which feed organization theory. We then turn to the 

benefits of experimental methods for organization theory, particularly at the field’s current stage of 

development. We also address some of the criticism leveled against experiments before providing 

guidance on what constitutes good experimental research. In the conclusion section, we elaborate on 

recent developments in the experimental research community. We call for new types of experiments—

including the study of experimental organizations—to enrich our understanding. The current experimental 

turn, we believe, can fundamentally reorient the field of organization theory. 

Experiments for Organization Theory 

Although we may never achieve complete consensus on what precisely organization theory is and 

how it should be studied (Pfeffer 1993; Heugens 2008), the term in and of itself spells out what sets the 

field apart: (a) its central unit of analysis—the organization and (b) its relentless commitment to theory. 

 
1 We thank Mie Augier for unearthing the original request. 
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Both characteristics make experiments a uniquely suited method for organization theorists. Organizations 

can be defined as “systems of coordinated action among individuals” (March and Simon 1993, p. 2) who 

pursue collective goals (for a review, see Puranam 2018, pp. 4-9), and experiments are highly capable of 

zooming in on relevant aspects of these social systems, providing unparalleled analytic precision 

(Zelditch 1969). Theory “emphasizes the nature of causal relationships, identifying what comes first,” and 

“delves into underlying processes” (Sutton and Staw 1995, p. 378). Experiments excel in identifying 

causal relationships and can provide strong evidence for the underlying processes, making them an 

appealing methodological choice for organization theorists. Finally, they offer an unparalleled ability to 

examine behavior in controlled circumstances and with robust measures, cutting through the complexity 

and ambiguity of organizations. 

From their newly funded initiative in Pittsburgh, Herbert Simon, Harold Guetzkow, and their 

colleagues began advocating for experiments in organization theory. In an early Management Science 

article, Harold Guetzkow and Anne E. Bowes (1957, p. 381) were among the first to propose that it was 

“feasible to develop organizations in the laboratory.” Their colleagues Richard Cyert, Edward 

Feigenbaum, and James March (1959, p. 94) insisted that “(m)any of the major propositions in 

organization theory depend on evidence generated by studies in the laboratory.” In his comprehensive 

assessment of experimentation with organizations, Karl Weick (1965, p. 254) similarly concluded that 

experiments provide “an extremely powerful means to gain substantial knowledge about organizations,” 

and Stanley I. Hyman (1970, p. 52) went as far as to argue that “[m]anagement, to become a useful 

science, must base its knowledge on scientific experiments.” 

We agree with these early observations and have no doubt that, as in biology (Siegfried 2022) or 

behavioral economics (Bardsley et al. 2010), experiments can elevate organization theory by promoting 

understanding of theoretical mechanisms. Like experimental markets, a methodological innovation that 

brought the Nobel prize to Vernon Smith (1962, 1982), experiments about organizations—and 

experimental organizations—will provide a unique window into complex, microfoundational processes 
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that are otherwise invisible to the organization theorist. Our article discusses the various ways in which 

the experimental turn will facilitate—and be facilitated by—a reorientation of organization theory. 

The Gold Standard of Evidence 

Experiments provide two qualities crucial to science: variation and control (Falk and Heckman 

2009). As Louis Pasteur did (and John Stuart Mills observed), experimenters can determine the causal 

role of one variable by varying it, holding everything else constant, and observing the outcome. Across 

disciplines and theories, the prime value of experiments lies in determining the causal chain of events. 

Experiments excel in unambiguously separating correlation from causation. 

Aside from determining causality, experiments also let a researcher generate original data under 

controlled conditions with exact measurements. Such an environment allows describing behavior 

precisely and comparing it to what theory predicts. It allows for  identifying boundary conditions that 

surround a theory or collecting data to “see what will happen” (Smith 1982). Some of the most influential 

studies in the social sciences used this approach, like those conducted by the psychologists Amos Tversky 

and Daniel Kahneman and the economist Vernon Smith, which reshaped fields of judgment and decision-

making, as well as behavioral and experimental economics. 

A look back. As evident, experimental methodology has long roots in science, going back to at 

least the sixteenth century, when Galileo Galilei demonstrated experimentally that the speed of an 

object’s fall is independent of its mass (Caffarelli 2009). Isaac Newton (1999 [1713]) spoke of 

“experimental philosophy” (and warned against feigning hypotheses). Albert Einstein saw the discovery 

of the possibility to find out causal relationships by “systematic experiment” as one of the two great 

achievements undergirding the development of Western science (the other being the invention of formal 

logical system; Cohen 1994, p. 234). 

Given their scientific gravitas, experiments were embraced by early social scientists, like 

Friedrich Christoph Hegelmaier (1852), who studied the effect of time delays on perceptual judgmwent 

accuracy. With Wilhelm Wundt’s founding of the first experimental laboratory at the University of 
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Leipzig in 1879, and Norma Triplett’s (1898) experiments on the effect of competition on task 

performance, the experimental method gained prominence in psychology. Soon after, sociologists began 

to embrace experiments (Webster and Sell 2014; Zelditch 2014), of which the so-called Hawthorne 

experiments (Mayo 1933; Roethlisberger and Dickson 1939)—exposing factory workers to a range of 

stimuli such as different levels of lighting and measuring these workers’ productivity—have become 

particularly well-known (and their findings still debated to the present day; see Levitt and List 2011). 

Around the same time, experimental markets appeared in economics (Chamberlin 1948). In the emerging 

field of organization theory, the Carnegie school brought experiments to the fore (Guetzkow and Bowes 

1957; Cyert et al. 1961), but the method also began to flourish in other streams of organization theory (see 

Weick 1965; Weick 1969 for early reviews). 

This brief historical survey makes clear that experiments have long been the leading scientific 

method. But only recently have they witnessed an impressive surge in organization theory, as evidenced 

by the tremendous response to our call for papers, the two special issue conferences, and a series of 

professional development workshops over the past decade. We are not surprised, considering all this 

method has to offer to the organization theorist. In what follows, we discuss some of the major 

advantages of the experimental method, followed by a discussion of what experimental methods offer 

specifically for organization theory.. 

Internal Validity. The concept of internal validity refers to “the confidence with which we can 

draw cause and effect conclusions from our research results” (Aronson et al. 1998, p. 129), or, in short, 

the ability to demonstrate causality. High internal validity is the sine qua non for empirical findings to be 

useful (Campbell and Stanley 1963). Internal validity is a necessary condition for external validity 

(Schwenk 1982). If a study cannot provide convincing evidence for causality, considerations of external 

validity are rendered irrelevant (Schram 2005; Lude and Prügl 2021). 

Internal validity is crucial to organization theory, a field that stresses causal relationships and 

strives to guide organizational decision makers. Unless causal effects can be established, we cannot be 

certain of our theoretical models, nor can we demonstrate to managers that changing a particular 
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parameter will truly result in desirable organizational outcomes (Galbraith 2012; Steinmetz et al. 2012; 

Milkman et al. 2021). 

There is consensus that experiments offer the strongest causal inference and thus the highest 

degree of internal validity (Colquitt 2008; Breitsohl 2021). This is the primary reason experiments are 

considered the gold standard of scientific research (Podsakoff and Podsakoff 2019), whereas “for many 

important strategy research questions, however, traditional empirical techniques are not sufficient to 

establish causal effects with high confidence.” (Chatterji et al. 2016, p. 116). Generally, non-experimental 

findings—even those involving sophisticated statistical methods—are correlational. Typically, such 

methods identify associations between variables, so attempts to establish causality necessitate unverifiable 

assumptions about identifying variables and relationships.2 Such approaches, including those that attempt 

to leverage the benefits of “as if random assignment,” are susceptible to criticism of their identification 

assumptions (List et al. 2011). 

The challenge of identifying causality is met by the experimental method, with Its qualities of 

variation and control. With properly designed samples and randomization, we expect that non-

manipulated differences cancel each other, allowing us to assume probabilistic equivalence between 

potentially-confounding variables and thus isolate true effects (Aronson et al. 1998). Experiments curb 

not only known confounds but also those a researcher may be  unaware of (Bitektine et al. 2022). As 

result, the only difference between observations in the distinct conditions is in the causal variable, which 

means that differences in the dependent variable can be clearly attributed to this cause, precisely as Louis 

Pasteur concluded when he examined the flasks. Moreover, as the enhanced control over independent and 

confounding variables reduces random errors, experimental designs improve the likelihood that 

relationships between the independent and dependent variables are detected, reducing the false negative 

 
2 As Rohen Shah (2023) raps: “If we want to know if preschool affects your shot at college / Our task is not so easy, 
you have to acknowledge / We can correlate the two, with results that are resounding / But that’s likely an error, and 
no, not from rounding / Correlations aren’t causal: that evidence is compounding / The problem’s other variables 
that might be confounding.” 
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(type 1) error that can lead to the mistaken rejection of a valid hypothesis (Podsakoff and Podsakoff 

2019). 

As such, experimental research can effectively circumvent endogeneity concerns that are top of 

mind for organization theorists, including the biases of self-selection and omitted variables (Shaver 1998; 

Bitektine et al. 2018a; Hill et al. 2021) —that is, the possibility that what has been modeled as the 

dependent variable could be causing the independent variable or that some third variable might be 

correlated with the independent and the dependent variable, producing a spurious relationship (Aronson et 

al. 1998).  

Construct validity. Another important type of validity, construct validity, denotes the extent to 

which an investigation truly captures its concept of interest. Construct validity thus questions the fit 

between theoretical construct and empirical measure (Brutus et al. 2013). Convincing organization theory 

requires clear constructs (Kerlinger and Lee 2000). Constructs are the fundamental ingredient to any 

organization theory, tying ideas to the empirical world and giving theories meaning (Cohen 1989, p. Ch. 

7). Experiments shine in construct validity, especially when it comes to cognitive or affective variables, 

which are central to many strands of organization theory. Experiments offer a high degree of precision 

because they allow for observing relevant variables more directly. For instance, how can one measure 

March’s (1991) theoretical concept of “exploration”? One possible answer involves attempting to identify 

archival proxies that indicate how organizations solve problems. Another approach is to measure search 

and problem solving directly, in real time, by instructing decision makers to engage in a search task and 

choose between exploiting known solutions or exploring new ones (e.g., Laureiro-Martínez et al. 2015; 

Levine et al. 2021a; Evans and Schilke Forthcoming). 

As Louis Pasteur did, experimentalists build on each other’s work. They can develop a 

comprehensive repertoire of manipulations and dependent measures for central constructs in organization 

theory, making significant improvements in their measurement. Importantly, experiments allow for 

assessing rather than assuming construct validity through such means as manipulation checks and 

psychometric analyses (Grégoire et al. 2019). Moreover, many experimental articles report multiple 
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studies, which helps demonstrate construct validity by changing the operationalization of key constructs 

from one study to the next (Lykken 1968). Researchers can go a step further and design an entire 

experimental study with the sole purpose of evaluating construct validity, rather than testing a theoretical 

proposition. For example , this can be done by manipulating a given construct and examining the effect of 

this manipulation on a set of items intended to measure this construct (Podsakoff et al. 2013). Such 

designs can effectively disentangle the causal direction between latent construct and observable items that 

creates the distinction between formative and reflective measures (Bollen 1989; Edwards and Bagozzi 

2000),3 a distinction that is difficult to identify using other methods. In sum, experiments have the 

potential to make empirical measurement precise and thus enhance confidence in the testing of 

organizational theories. 

Vividness. Experiments excel in testing theories and producing new ones. But they also possess a 

particular advantage for organizational theorists: Produce evocative results, findings that are easy to 

describe and communicate, conclusions that engage readers. This feature, which goes beyond the oft-

mentioned benefits of rigor, can be crucial for creating a positive change in the world, an admirable 

disciplinary goal (Howard-Grenville et al. 2019; Tsui 2021). A thoughtfully designed experiment can 

convey a theory, articulate a prediction, send forth the findings, a prerequisite for bringing benefits to 

people, organizations, or society. Ideally, the experimental design will evidence the theory, prediction, 

and findings. Then, the experiment serves not only as a scientific method, but also tells a compelling story 

about the research, captivates the scientific community, decision-makers, and the public. 

Consider the Louis Pasteur illustration in our opening, a canonical experiment cited in science 

textbooks and replicated by high-school students. With just a paragraph of description, a reader 

immediately grasps how two theories competed—and which one won. In modern behavioral sciences, 

recall the elegant simplicity of the three-sentence vignette conjured by Amos Tversky and Daniel 

 
3 In reflective measurement models, items are assumed to be caused by (and thus a consequence of) the latent variable; in 
formative measurement models, items are assumed to cause (and thus be antecedents to) the latent variable (Diamantopoulos and 
Winklhofer 2001). 
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Kahneman (1982, p. 92, 1983) to demonstrate how people predictably fail to follow the rules of 

probability. They called it the conjunction fallacy, but the design was so evocative that most people know 

it simply as the Linda problem: “Linda is 31 years old, single, outspoken, and very bright. She majored in 

philosophy. As a student, she was deeply concerned with issues of discrimination and social justice, and 

also participated in anti-nuclear demonstrations. Which is more probable? (1) Linda is a bank teller; (2) 

Linda is a bank teller and is active in the feminist movement.” Once you read it, you intuitively grasp it. 

No matter how many times you repeat it, the result stubbornly contradicts what you ought to know about 

statistics. As Stephan J. Gould (1988), the evolutionary biologist and historian of science, commented, “I 

am particularly fond of [the Linda problem] because I know that the [conjoint] statement is least probable, 

yet a little homunculus in my head continues to jump up and down, shouting at me—‘but she can’t just be 

a bank teller; read the description.’”  

For all of these reasons, we concur with Nobel Laurate Guido Imbens (2010, p. 407), a luminary 

of econometrics and statistics, when he declares: “experiments do occupy a special place in the hierarchy 

of evidence, namely at the very top.” 

An Ideal Method for Organization Theory 

By now, it is clear why experiments have become scientific workhorses, whether in physics or 

biology, engineering or nutrition, psychology or economics. But experiments also bear some unique 

features that make them particularly appealing to students of organizations, at this point in the theory’s 

arc of progress. As sociologist and organization theorist Richard Scott once commented to one of us 

(SSL), “there are hard sciences—and there are harder sciences.” We believe the study of organizations 

belongs in the latter group. Researchers of organizations arguably face a more daunting task than do many 

natural scientists. Organizational features can rarely be isolated and manipulated as Louis Pasteur did 

with his identical flasks. Firms are complex. They are composed of people, who are organized in teams 
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and hierarchies. The entire company is subject to industry dynamics and macroeconomic forces, is 

embedded in a geography, and exists at a specific point in time. But experiments can help. 4 

Dissect organizational complexity. Complexity is what drew many of us to organization theory 

but is also what encumbers our empirical work. In much of our research, we want to separate the effect of 

one organizational facet from that of all others. But in naturally occurring settings, many of these facets 

cling and cluster, making isolation difficult—often impossible. In contrast, experiments allow for varying 

these features separately and in an orthogonal fashion, helping us dissect complex organizational 

phenomena into their constituent parts. 

This unique ability to divide complexity comes with three key benefits for organizational 

theorists. The most straightforward benefit relates to obtaining more precise estimates of causal effects, as 

alluded to in our earlier discussion of internal validity. Second, and relatedly, experiments offer the 

opportunity to “single out some issues that have gone unnoticed in the complexity of actual 

organizations” (Weick 1969, p. 294). Through the experimentalist’s effort to dig deep enough to reach the 

root of a phenomenon, what was previously unnoticed is now discovered. Third, having separated distinct 

organizational causes, organizational scholars can reinfuse complexity into their investigation by 

examining how combinations of several independent variables produce particular effects. We always 

advocate starting with a simple design, as Louis Pasteur did, but experiments in organization theory can 

also accommodate complicated factorial designs (Gunst and Mason 2009). For instance, Lucas (2003a 

simultaneously manipulated a leader’s gender (male vs. female), the reasoning for appointing the leader 

(appointed on ability vs. randomly assigned), and the institutionalization of female leadership in the 

organization (legitimated vs. experimental control). He hypothesized about the effects of theoretically 

meaningful combinations of these three factors on participants’ acceptance of the leader’s influence. 

Treating these three independent variables as orthogonal through systematic experimental manipulation 

 
4 The emergence of a community dedicated to Experimental Organization Science is heartening 
(https://www.experimentalorganization.science/) 
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enabled Lucas to tease out main and interaction effects, which naturally occurring covariation might have 

made impossible to detect. 

Organizations are complex not just because of what they contain, but also because of the 

environment in which they operate. Here, again, experiments can help clarify. Typically, scholars take the 

perspective of the actor — the manager, the entrepreneur, the firm. But experiments can also be used to 

track the view of the audience, illuminating external social evaluations of organization, a growing stream 

of research in organization theory (Bitektine 2011; Pollock et al. 2019) 

Discover mechanisms and processes. Experiments have long been tools of discovery: “a pretty 

experiment is in itself often more valuable than twenty formulae extracted from our minds,” quipped 

Albert Einstein (quoted in Moszkowski 1970, p. 69). Herbert Simon (1989) and Allen Newell (1972) used 

experiments to uncover human cognitive functions, sometimes together with think-aloud protocol 

analysis. Vernon Smith (1982) created experimental markets (and later experimental worlds) to examine 

how institutions affect price, trade, and specialization, among others  

Experiments can surface novel phenomena, but their ability to disentangle complex relationships 

also makes them powerful in unpacking mechanisms. Mechanisms are the causal reasons why an 

independent variable affects the dependent variable. Quasi-synonyms include underlying processes, 

intervening variables, and causal explanations. Many researchers in our field, such as Sutton and Staw 

(1995, p. 378), equate good theory with a solid grasp of underlying processes, putting mechanisms at the 

very heart of what separates theory from “dustbowl empiricism” (Mathieu et al. 2008, p. 203)  and what 

distinguishes scholarship in organization theory (Davis and Marquis 2005).5 

 
5 Like the proverbial Russian Doll, mechanisms exist at multiple levels, often nested within each other. For instance, 
one might argue that relational capital is useful to explain risk taking, but that would hardly satisfy a social 
psychologist, who might want to measure trust. Still, such a measurement may fail to impress a neuroscientist or an 
evolutionary psychologist, who in turn would ask about the brain pathways or natural selection processes that give 
rise to relational capital or trust. In other words, one’s “mechanism” can be another’s “black box”. Organizational 
scholars may benefit from biologist Ernst Mayr’s (1961) influential distinction between causes that are proximate 
(driven by immediate factors) and ultimate (driven by evolution). 
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The experimental method is uniquely suited to advancing mechanism-focused organization theory 

for two reasons. First, experiments are conducive to a large variety of data collection techniques, such as 

interviews, behavioral data, neuropsychological measures, content analysis, and protocol analysis 

(Colquitt 2008; Laureiro-Martínez et al. 2010; Reypens and Levine 2017, 2018). This openness to distinct 

forms of data collection allows access to a variety of intraorganizational or psychological processes, 

which are at the core of contemporary organization theory — yet rarely captured by other methods. 

Second, experiments are highly compatible with analytic approaches to establishing a causal mechanism 

by providing evidence for the mediating role of some variables (MacKinnon et al. 2007). Experiments not 

only can accommodate the measurement-of-mediation logic that Baron and Kenny (1986) made famous, 

but also are able to augment such correlational approaches with designs that manipulate the mechanism. 

Because if you can manipulate the mechanism, not just measure it, you can determine causality (Spencer 

et al. 2005). Their unique capacity to model mechanisms also makes experiments prime candidates for 

testing and reconciling competing organizational theories, providing insights into why one theory predicts 

better than another (Croson et al. 2007). 

Study microfoundations. Mechanisms may be most central in the flourishing study of 

microfoundations, a movement that has now permeated virtually all strands of modern organization 

theory (Felin et al. 2015; Cowen et al. 2022). Like no other method, experiments help identify all three 

types of multi-level mechanisms that together form the scaffolding of microfoundational inquiry in 

organization theory (Foss and Pedersen 2016; Haack et al. 2019; Bitektine et al. 2022). These include 

situational mechanisms (macro→micro), action-formation mechanisms (micro→micro), and 

transformational mechanisms (micro→macro) (Coleman 1990; Hedström and Swedberg 1998). 

Much experimental research in sociology has demonstrated the situational effect of social 

structure on individuals (e.g., Cook et al. 1983), while experiments on judgment and decision making 

have shed light on important action-formation mechanisms (e.g., Tversky and Kahneman 1992), and jury 

experiments in political science have long investigated transformational mechanisms that shape collective 

outcomes (e.g., Guarnaschelli et al. 2000). In economics and strategy, researchers experimented to 
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examine how organizational values affect the efficacy of managerial practices (Blader et al. 2019) and 

how managers’ pay-for-performance affect workers (Bandiera et al. 2007). They have used the method to 

understand the value of information about a firm’s competitors (Kim 2020) or why woman-owned 

businesses earn less than those owned by men (Delecourt and Ng 2021), among others. 

Inspired by such disciplinary contributions, organizational scholars have started to devise 

experimental microfoundations studies, such as investigations of the effects of organizational identity on 

decision makers’ attention, uncertainty, and mimetic behavior (Schilke 2018); founders’ demographic 

composition on workers’ effort (Kacperczyk et al. 2023); voting rules on aggregation of organizational 

decisions (Piezunka and Schilke Forthcoming); and individual cognition and behavior on market 

outcomes (Levine et al. 2014; Levine et al. 2017; Park et al. 2022; Levine and Zajac 2023).  

Organization theory is not a pure macro-level discipline. As organizational theories begin to place 

greater emphasis on the micro level. this not only implies attention to cognitive and affective 

mechanisms, but also to the ways in which organizations aggregate individual behaviors (e.g., Puranam 

2018; Klingebiel 2022; Piezunka and Schilke 2023). Either way, experiments will only continue to grow 

in their importance (Bolinger et al. 2022) no longer just appropriate; they are indispensable for 

organization theory to advance. They are the logical next step in the coevolution of organization theory 

and methods (Haack et al. 2021). 

Improve external validity in organization research. As graduate students sitting in a research 

method class, some of us may have heard that experiments excel in identifying causality, but their 

“contrived and created settings” (McGrath 1981, p. 73) may not generalize (Jackson and Cox 2013). Yet, 

this dichotomy does not necessarily hold in organization research, where complex phenomena are joined 

by incomplete data to undermine external validity. Especially in organization science, experiments can 

play a crucial role in boosting external validity, the extent to which a causal relationship identified is 

generalizable. 

First, the challenge: When studying organizations, data are often limited. Organization theorists 

rarely have access to data spanning the entire population of interest. Comprehensive samples are rare. 
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Databases can be narrow or fragmented. Information is typically available for a set of companies in a 

specific industry, at an idiosyncratic geographical location, in a particular timeframe. Moreover, databases 

can suffer from survivor bias, covering only companies that reached a certain lifespan or size (Yang and 

Aldrich 2012). As scholars readily acknowledge, the generalizability of findings from readily available 

data is questionable. An admirable effort to assess the generalizability of findings from archival data 

estimated that only about half held across timespans and places (Delios et al. 2022). Other scholars, using 

a variety of methods, produced similarly disheartening results (Goldfarb and King 2016; Bergh et al. 

2017). (Encouragingly, Delios et al. also show that when the original findings are statistically reliable, 

they are more likely to reproduce). 

The challenge of generalizability balloons when studying organizational practices. Available data 

may overrepresent what organizations have allowed or promoted. An examination of R&D projects likely 

overlooks those rejected by corporate decision-makers (Criscuolo et al. 2017; Klingebiel 2022). An 

analysis of patents granted shows only inventions filed and approved but misses those protected in a 

different, perhaps superior way (Levin et al. 1987; Criscuolo et al. 2019). Data typically show 

organizational practices that were adopted, but not those there were reassessed and rejected (Kraatz and 

Zajac 1996; Klingebiel 2018). Such sampling can produce biased results. Even if they hold in the settings 

examined, they may not generalize to other organizations (Denrell and Kovács 2015; Naumovska et al. 

2021).  

Limitations of data and sampling techniques constitute a severe challenge to organization 

research: “Most research on organizations had collected data on easy-to-observe organizations, generally 

the largest and most dominant. Such designs cause serious problems for studies that seek to understand 

the causal processes responsible for success and failure,” observes Michael Hannan (2022, p. 3), a 

founding father of the field. 

How can experiments improve the external validity of organizational scholarship? In 

experiments, a researcher collects original, primary data (Falk and Heckman 2009; List 2011). Thus, the 

scholar may overcome some of the sampling bias that may lurk in existing data. By carefully designing 
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the sampling technique and considering the target population, the researcher can design an experiment 

whose findings generalize to theories that hold beyond the sample of participants (and non-participants; 

Banerjee and Duflo 2009). For instance, in studying startups, the scholar can recruit potential 

entrepreneurs, not just the successful ones (Camuffo et al. 2020). If examining behavioral differences 

between the sexes, an experimenter can construct a gender-balanced, nationally representative sample 

(Levine et al. 2021b). And if aiming to improve the workplace climate in large corporations, they can 

experiment in employees in such organizations (Alan et al. 2023). 

Experiments can sidestep the problems besieging archival and observational studies. Their 

samples can minimize biases and their results provide decisive causal evidence. To achieve that, 

obviously, experiments must be well designed and executed. Our recommendations below provide some 

countermeasures to such ills that can infect even the best-intentioned researcher.  

Furthermore, external validity is bolstered when we know not only whether but also why 

something works. Such knowledge of mechanisms can support sensible predictions of how a given 

manipulation will perform outside the initial experimental context (Baldassarri and Abascal 2017). As 

discussed, experiments have a unique capacity to identify relevant mechanisms and thus add substantial 

insight into the specific contexts in which a theorized effect is likely to occur. 

Improve reproducibility of findings. Experiments can substantially enhance confidence in 

research findings because they are ideal for replication. If we observe the same effect under identical 

conditions across distinct studies, we can be more certain that the outcome is not haphazard but, rather, is 

caused by the hypothesized predictor (Lucas 2003b; Haslam and McGarty 2004). Put differently, the 

generalizability of a finding is not established in a single study, regardless of the methodology (Lynch 

1982). Every empirical investigation is conducted in a specific setting, at a specific point in time, and 

among specific actors. Whether results from a given study can be extrapolated to other settings remains to 

be determined (Lonati et al. 2018). As such, generalizability can only be achieved through replication of 

results across different populations and contexts (Dipboye 1990; McDermott 2011). 
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In principle, all research can (and should) be replicated, including qualitative studies (Aguinis and 

Solarino 2019). But experiments lend themselves to more exact replications thanks to their minimal 

procedures and clearly structured protocols, which, as in Louis Pasteur’s experiment, enable sharing and 

reconstruction of designs, facilitating the independent verification of findings (Croson et al. 2007). 

Because experiments are relatively easy to replicate, they lend themselves to probing robustness and thus 

external validity. Moreover, several meta-analyses suggest that experiments tend to produce results that 

are highly aligned with those of other methods (see Mitchell 2012; Vanhove and Harms 2015). 

The simplicity of sharing materials and procedures is epitomized in the massive collaborations 

that have been testing the reproducibility of findings in the social sciences at large (Camerer et al. 2018), 

psychology (e.g., Open Science Collaboration 2015; Ebersole et al. 2016; Klein et al. 2018), economics 

(Camerer et al. 2016), and most recently — of landmark experiments published in Management Science 

(Davis et al. 2023). This replicability gave rise to meta-studies: massive experiments run by dozens of 

researchers, where many interventions are compared for the same outcomes in the same population and 

duration (Milkman et al. 2021). 

In contrast, non-experimental methods often cannot afford a comparable degree of control over 

various industry- or organization-specific factors that affect research findings (Reypens and Levine 2017). 

Although replication has historically not been highly incentivized (Rubinstein 2001; Ryan and Tipu 

2022), the replicability crisis in psychology (Maxwell et al. 2015; Shrout and Rodgers 2018) and its 

spillovers to organizational scholarship (Lewin et al. 2016; Pratt et al. 2020) have put replication at the 

top of the research agenda across the social sciences (Lewin et al. 2016; Freese and Peterson 2017; 

Camerer et al. 2019; Davis et al. 2023), giving a privileged position to experimental methodology and its 

ability to afford replication and collaboration. The collective response promises to enrich the scientific 

dialogue and bring us closer to the truth. 

Even though replicability concerns originated in domains dominated by experimental methods, it 

was only thanks to experiments’ high degree of verifiability and repeatability that these concerns could 

come to light in the first place. In their comprehensive replication of economic research, Camerer et al. 
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(2016, p. 1435) conclude “that laboratory experiments are at least as robust, and perhaps more robust, 

than other kinds of empirical economics.” Given that science is necessarily a cumulative effort, we should 

favor methods that promote the substantiation of extant findings over those that make it prohibitively 

costly or impossible (Agarwal et al. 2010; Lewin et al. 2016; Christensen et al. 2019). 

Uncover understudied topics. Another key benefit of experimental methods is that they “allow 

access to invisible domains of human experience” (Aviram 2012, p. 463). That is, they make possible the 

study of interesting topics on which other types of data are difficult to obtain (Schwenk 1982). This is 

because experiments can not only observe but also create the subject of inquiry. Going back to our 

opening quote from Mill’s A System of Logic, an experiment can produce variations that are crucial to 

theory development. This capability is particularly important in organization theory because “any non-

experimental science…can study only the systems that evolve,” as Michael Hannan (2022, p. 23) readily 

acknowledges. 

At least four types of relevant issues remain understudied in organization theory for reasons of 

data availability, where we believe experiments can help: (1) sensitive, (2) infrequent, (3) invariant, and 

(4) emergent topics. We begin with sensitive topics, like organizational misconduct, scandal, and 

discrimination, that are notoriously difficult to study with observational approaches. By definition, 

sensitive topics can pose a grave threat to those with deviant positions or behavior, and thus research 

participants may be unable or unwilling to report on them with accuracy (King et al. 2013). Even if one 

manages to recruit participants, social desirability bias may curtail honest responses. Experimental 

methods help address these problems—for instance, by using hypothetical scenarios or disguised 

measures (Weber 1992; Aronson et al. 1998). 

Organizational events of great importance are usually infrequent. Companies do not often enter 

new markets, get acquired, or their political stance (Lampel et al. 2009; Beamish and Hasse 2022). 

Managers do not suddenly acquire strategic intelligence (Levine et al. 2017). Entrepreneurs do not often 

boost their social skills. These rare events, difficult to observe in situ, can mean the difference between 

organizational death and survival. Further complicating matters, such rare events tend to be idiosyncratic 
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(no two political messages are identical) — and endogenous (social skills and strategic intelligence may 

be correlated with other desirable qualities). Therefore, they are difficult to compare. But experimentalists 

do not have to wait for these events to happen. They can create them: train entrepreneurs to expand their 

social networks (Dimitriadis and Koning 2022), focus business owners’ attention on competitors (Kim 

2020), alter a firm’s political message (Burbano 2021). Experiments allow us to create events that are 

identical except for some crucial differences which are the subject of study. 

Further, some phenomena simply lack variation in natural settings. Consider, for example, how 

isomorphic forces may have caused most organizations in a field to adopt the same solution (DiMaggio 

and Powell 1983). Alternative solutions may have been considered but suppressed or may have simply 

died out (or left out of the sample; as discussed above). With insufficient variation, it is impossible to 

detect covariation with other variables of interest. Without heterogeneity, typical statistical methods are 

rendered useless. Experiments may be able to extend the range of a variable to produce greater variation 

beyond what would be observable in natural environments. This was the precise purpose of an early 

organizational experiment (Guetzkow and Bowes 1957).  

Finally, some phenomena are emergent; that is, they are not yet widely adopted in the field. An 

example is blockchains: Organization theorists show great interest in exploring the implications of these 

technologies for organizational design but lack archival data to study them. One solution is to go to the 

laboratory and isolate theoretically meaningful features of blockchain-based organizations, such as certain 

types of voting procedures or smart contracts (Wang et al. 2022), and examine their ramifications.  

Overall, well-designed experiments have the critical advantage that they enable researchers to 

produce their own exogenous variation in theoretically relevant issues—no matter how sensitive, 

infrequent, invariant, or emergent they are in natural settings—and study the effects of such variation in 

unobtrusive ways. As a result, experiments allow for genuinely question-driven research and free 

investigators from the constraint of narrowing their interests to only those issues for which they can find 

existing data, as recent entrepreneurial experiments exemplify (Chatterji et al. 2016; Nai et al. 2022; 

Kotha et al. 2023). 
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Best Practices in Conducting Experiments  

Given the importance of experiments for organization theory, two related questions remain: What 

are the best practices in conducting experiments? And what are the key criteria for evaluating 

experimental research? Seeking answers to these questions, we began our exploration by probing 

scholars’ perceptions about practices in experimental research. In late 2022, we surveyed the participants 

of the Organization Science Special Issue Conference about a range of experimental practices. The survey 

was voluntary and anonymous (to ensure confidentiality, we avoided collecting demographic information, 

like gender and age). We received valid responses from 60 scholars (61 for some questions) present at the 

conference. Most respondents (56.67%) were not special issue authors. At the time, they had held a PhD 

for an average of 7.35 years (SD = 6.95; range: 0-28 years). 

The survey questions probed how certain research practices may increase confidence in the 

findings presented in a study. For instance, the first question asked about the public availability of the 

data set used in the study. The responses were all provided on a five-point Likert scale capturing the 

degree to which a practice would increase confidence about the findings and ranging from 1 (“definitely 

not”) to 5 (“definitely”). We probed survey respondents about a total of seventeen practices (Table 1).  

Table 1: List of practices and reported mean scores (emphases in source) 
  
Item  Mean 

score  
If the authors include any of the following, are you more confident about the findings 
presented?  
The data set is publicly available  4.13 
The statistical code is publicly available  4.31  
The instruments used are publicly available (e.g., questionnaire)  4.46  
Clear separation between (confirmatory) hypothesis testing and (exploratory) post-
hoc analysis  

4.43  

Description of all variables (measures) for which data were collected, even if some 
were not used in analysis  

4.25  

Description of all experimental conditions (manipulations), even if some were not 
used in analysis  

4.30  

Disclosure of any data exclusions  4.33  
Discussion of how the sample size was determined, including analysis of statistical 
power  

4.23  

Full description of variables (e.g., means, SD, CI)  4.45  
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Visualizations of disaggregated raw data, e.g., scatterplot matrixes, binned 
scatterplots, residual plots, Cook’s distance 

3.80  

The statistical test(s) used, and whether they are one- or two-sided  4.45  
Exact p-values rather than stating that a finding is “significant” 4.25  
Estimates of effect sizes (e.g., Cohen’s d, Pearson’s r)  4.32  
Preregistered list of hypotheses or questions that motivate the study  4.00  
Preregistered sampling plan, which specifies the sampling method, the sample 
size, and principles for removing data  

4.05  

Preregistered measurement plan, which details the measures used and how they 
will be coded  

4.00  

Preregistered analysis plan, which lists the measures (e.g., coefficients) that will 
be estimated and how they will be interpreted  

3.87  

  
Several conclusions emerged from the survey. First, all practices listed above received an average 

rating that was higher than the midpoint, 3 (“might or might not”). The median score was the maximum 

(5.00) for eight of the practices, suggesting the community considered these practices as very important in 

affecting one’s confidence in empirical findings. In other words, there was little controversy about these 

practices overall.6 

Below, we discuss in greater detail a range of best practices in experimental research. First, we 

synthesize the most important steps in an ideal-typical process diagram (see Figure 1). Second, we 

highlight some practices that we observed to be featured prominently in peer-review processes (see 

checklist in the appendix). 

 
6 In a correlational post-hoc analysis, we estimated OLS regressions to examine how the endorsement of experimental practices 
may have varied as a function of participant characteristics. Two interesting conclusions emerged. First, we found that 
respondents who were not special issue authors placed more value on a clear separation between (confirmatory) hypothesis 
testing and (exploratory) post-hoc analysis (effect: +0.22; p<0.035). Second, those who had received their PhD earlier (i.e., were 
more experienced) gained slightly more confidence from the specification of the statistical tests used (effect: +0.03; p<0.039) and 
the provision of the exact p-value (effect: +0.04; p<0.027). The materials, analyses, and data are w available 
https://osf.io/8duag/?view_only=6baf093381824550a2cb2b1e63589612 
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Figure 1: Simplified flow chart of experimental design 

 

Note: Feedback loops omitted. 

Simplify, simplify, simplify. What Albert Einstein advocated as the “supreme goal of all theory” 

applies to experiments, too: “make the irreducible basic elements as simple and as few as possible without 

having to surrender the adequate representation of a single datum of experience” (van Dongen 2010).  

The simplest experiment is often the most compelling: it is easier to implement, easier to 

communicate, and easier to reproduce (remember the Linda problem, above). But, somewhat ironically, 

minimizing complexity in experimental research can be difficult: it requires careful, upfront planning and 

the ability to balance simplicity with the quest to unpack complex social phenomena. In addition, despite 

the clear benefits, some scholars may be reluctant to commit to a simplified design, anticipating a risk of 

losing scientific rigor or undermining ecological validity.  
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How can we navigate such trade-offs in experimental designs? A few rules apply. First, scholars 

may want to identify measures that not only map tightly onto the key variables of interest but also are 

easy to administer and interpret. When the stimuli are simple and precise, it is easier to rule out alternative 

explanations. Rather than creating original instruments, which may require extensive validation, it is often 

preferrable to use already-validated measures that have proven reliable and credible based on exiting 

research (Crano et al. 2014). To mitigate complexity, it is also useful to draw on prior research to guide an 

experimental design—including not only the choice of measures but also that of experimental procedures. 

For example, an audit or correspondence study, whereby fictitious resumes are sent out to real jobs, 

represents a common experimental design used in evaluating employment opportunities available to job 

seekers in the labor market (Pedulla 2016; Rivera and Tilcsik 2016; Kacperczyk and Younkin 2022a). 

While the development and application of audit studies represents a collaborative effort among 

researchers over many years, the methodology has been standardized and widely adopted, allowing for an 

easily replicable body of research. 

Second, before launching the experiment, it is often instructive to conduct a pilot test of the 

research instrument and identify potential ambiguities, challenges, and unexpected complexities (Baker 

1994 , p. 182-183). Such pilot tests can give scholars an advance warning of potential issues, indicating 

whether the proposed methods or instruments are appropriate or whether it is necessary to refine the 

design, the procedures, or the materials before conducting the main study (Wilson et al. 2010). But pilot 

testing can also serve another goal. Running a pilot of the entire experiment can help researchers evaluate 

the study’s feasibility by providing an opportunity to do a trial run “in preparation for the major study” 

(Polit and Beck 2001, p. 467). As De Vaus (1993, p. 54) warns, “Do not take the risk. Pilot test first.” 

Indeed, piloting a study may be especially valuable for field experiments, which rely on implementing 

specific interventions in real-world settings. By conducting pilot tests, researchers can test their 

interventions on a smaller scale to gauge their effectiveness, feasibility, and potential impact early on 

before scaling up. An opportunity to rectify shortcomings and bottlenecks early on via pilot studies can 

thus help minimize the risk and cost of deploying large-scale experiments in the real world (Perdue and 
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Summers 1986; Grégoire et al. 2019). And pilot data can be effectively used to conduct power analyses 

that are based on sensible assumptions. 

Overall, simple experiments are more efficient, are easier to interpret, and can still effectively 

address complex research questions. While designing simplified experiments requires careful attention 

and time on the part of researchers, the long-term payoff in terms of the ease of interpretation, 

communicability, and execution can be considerable. 

Replicate and support others in replicating your work. Replication is fundamental to reliable, 

credible experiments (Bettis et al. 2016; Lewin et al. 2016; Antonakis 2017; Bergh et al. 2017; Bamberger 

2019; Davis et al. 2023). Researchers can take a range of steps to facilitate replication. Perhaps first and 

foremost, it is useful to maintain methodological transparency by clearly documenting the experimental 

protocol, including procedures, materials, and analyses (some specific recommendations appear in the 

appendix checklist). 

Standardized methods, instruments, and procedures help minimize variability across replications 

and thus are often preferrable to new, untested procedures and instruments. Standardization can be 

especially valuable when studying organizations because organizations are, by default, idiosyncratic, 

unique, and difficult to compare. In other words, in studying organizations, experimental approaches 

would benefit from greater standardization of procedures and measures, including more tests of 

convergent and discriminant validity. 

But even detailed descriptions of the experimental protocol in the study itself or prior to data 

collection may not suffice to guide researchers toward exact replication. Typically, data processing and 

analysis involve a “garden of forking paths”: judgement calls or specifications in the code (Gelman and 

Loken 2013). These can make replications difficult, unless both the data and the code are publicly shared. 

Therefore, replicability is critically contingent on scholars’ willingness to share the study’s materials, 

including the provision of data and detailed annotations of the steps followed in the analyses. 

Finally, replicability can be facilitated by agreeing to collaborations with scholars interested in 

expanding the paper’s findings in novel and interesting ways. At the Special Issue Conference, our 
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objective was to foster a collaborative environment, by encouraging authors to share their findings with 

others in the community. Through this collaborative exchange, we hoped to inspire future cooperative 

endeavors. In short, by following a few simple steps—such as using standardized procedures and 

instruments, preregistering the study’s data collection plan, publicly sharing the data, and collaborating—

researchers can enhance the replicability of their studies and contribute to a more transparent and robust 

community. 

Use students, executives, or the general population. Experimental approaches often tap a wide 

range of participants, resulting in diverse (Brandon et al. 2013) and generalizable samples (Colquitt 

2008), as we discussed above. Yet, for any given study, the critical question remains: How should we 

select participants? The choice of participants depends on the purpose of the study. Far too often, 

researchers consider managers (or entrepreneurs) as the default option. But selecting practitioners may 

undermine external validity if the study aims to investigate behaviors not specific to a managerial setting. 

In addition, recruiting practitioners as participants has the drawbacks of taking a long time and being 

expensive. As a result, studies drawing from managerial populations risk suffering from small samples 

and low statistical power. 

As a viable alternative, researchers may want to consider students, especially considering the 

clear benefits of lower data collection costs and larger sample sizes. Although student samples are 

occasionally criticized on the basis of reduced generalizability, they can be appropriate for exploring a 

wide range of organizational questions, including questions that relate to cognition and psychological 

processes relevant to the general population (Stevenson and Josefy 2019). The use of student participants 

can also be justified based on conceptual grounds, considering that they will soon occupy organizational 

and entrepreneurial positions (and many already do, even throughout their studies). 

Economists devoted much effort to explicitly comparing the choices of various participant 

populations in theoretically important settings (e.g., Cooper et al. 1999; Bolton et al. 2012). Recent 

reviews of this extensive literature find little systematic differences in the behaviors of managers as 

compared to students (Fréchette 2015, 2016). With this evidence in mind, a student sample may constitute 
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a valid and high-powered sample while reducing the time and cost of research, ultimately enabling more 

studies. 

Finally, participants can be sourced from the general population, including participants available 

through online platforms, such as Amazon Mechanical Turk and its ilk (Reypens and Levine 2017). 

Various studies indicate that participants recruited via such platforms are highly representative of the 

general population (Buhrmester et al. 2011; Weinberg et al. 2014; Palan and Schitter 2018). In summary, 

the decision of what type of experimental participants to use depends on the research question, objectives 

regarding generalization of results, resource constraints, time available to collect the data, ecological 

validity concerns, and ethical considerations. 

Choose to measure behavior rather than self-reports. Whenever it is theoretically appropriate 

and empirically feasible, measuring behavior might be preferable to measuring self-reported intentions. 

Intentions reflect motivation to engage in certain behavior, but they do not always translate into actual 

behavior (Baumeister et al. 2007). For example, individuals may self-report the intention to foster 

innovation, but they could be unable to follow through with this intention because of external constraints 

such as the time or budget needed to develop a new product. In addition, intentions could be subject to 

social desirability bias (Edwards 1957) and demand characteristics (Orne 1962), such that participants 

may default on reporting intentions that are more socially acceptable or meant to satisfy (what 

participants believe to be) the researcher’s expectation.  

Behavioral measures not only yield potentially more reliable and less biased data but also can be 

particularly useful in evaluating the effectiveness of interventions and treatments. For example, when 

assessing how to de-bias investors’ evaluations of women founders (e.g., Thébaud 2010; Guzman and 

Kacperczyk 2019) or learning from minority peers (Levine et al. 2021b), it is useful to measure choices 

directly (Kanze et al. 2018), as opposed to relying on self-reported intentions. But what should we do 

when behavioral measures remain out of reach? For example, in any employee recruitment setting, 

observing how employers evaluate job seekers can prove challenging. In some cases, such hurdles may be 

overcome by using less direct proxies for behavior or providing a strong justification for why intention 
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can predict behavior in the given context. Indeed, scholars recognize that measuring intention is often 

useful in cases where behavior is difficult to detect (Di Stefano and Gutierrez 2019). In short, whereas 

scholars have often resorted to measuring self-reported intentions, experimental methods open the door to 

measuring actual behavior (Schilke et al. Forthcoming). 

Ensure incentive compatibility. An experiment must reveal individuals’ true preferences, 

behaviors, or reactions (Lonati et al. 2018), but incentives — whether withheld or provided, weak or 

strong — can unintentionally bias the responses of experimental participants. A good experimental design 

will assure that incentive do not bias responses, a feature economists call “incentive compatibility” 

(Azrieli et al. 2018). Similarly, psychologists use the term “experimental realism” to refer to conditions 

that serve to make a study meaningful and engaging to participants, eliciting responses that are 

spontaneous and natural (Aronson et al. 1990).  

How can we achieve incentive compatibility in an experimental design? The answer depends on 

the purpose of the study and the characteristics of the experiment itself (Ariely and Norton 2007). Many 

use pecuniary rewards, rewarding participants with compensation according to their performance or the 

accuracy of their responses (Gneezy and List 2013). Such features of the experimental design  help align 

incentives, but they arrive with a host of considerations, both experimental and ethical (Camerer and 

Hogarth 1999; Holt and Laury 2002, 2005; Levine and Zajac 2023).  

Another approach to elicit unbiased behavior involves deception. For example, our understanding 

of employer bias during recruitment would not have progressed as far as it has without the extensive use 

of correspondence or resume-based audit studies. Such studies rely on submitting fictional resumes to real 

jobs in order to elicit employer callback for an interview, a measure of real behavior (Tilcsik 2010; 

Kacperczyk and Younkin 2022b). Of course, ethical issues and informed consent requirements must be 

carefully considered when using deception in experiments (Breitsohl 2021). 

Finally, while there are common ethical principles and guidelines that govern research 

worldwide, the specific standards and processes of ethics committees can vary between different 

universities or institutions. For example, whether deception is considered harmful may depend on 



 28 

institutional policies, regulatory environment, or even the composition and expertise of individual 

committee members. In short, eliciting unbiased behavior may require paying close attention to incentive 

compatibility as well as ethical considerations in cases where deception is being used. 

Preregister and separate your hypothesis tests from post-hoc analyses. In general, it is 

recommended, and sometimes required, to preregister. As detailed in our checklist (appendix), 

preregistration (or pre-specification) refers to specifying the techniques and analyses for confirmatory or 

deductive research studies before carrying out the actual research. During preregistration, researchers 

identify various aspects of their study, including the characteristics of the sample, the sample size, 

manipulations, measures, and other analytical choices. Specifically, a researcher may list (1) hypotheses 

or questions that motivate the study; (2) a sampling plan, which specifies the sampling method, the 

sample size, and principles for removing data; (3) a measurement plan, which details the measures used 

and how they will be coded; and/or (4) an analysis plan, which lists the measures (e.g., coefficients) that 

will be estimated and how they will be interpreted (van 't Veer and Giner-Sorolla 2016). 

Preregistration has several benefits for researchers, their readers, and the field. By stating upfront 

what we expect to find, the practice guards us from overinterpreting unexpected pattern in the data and 

thus potentially being fooled by false positives (Moore 2016). Second, preregistration reduces the 

temptation of fishing for statistical significance (Forstmeier et al. 2017), what Bettis (2012) pejoratively 

calls “the search for asterisks” and Antonakis (2017) dubbed a “disease of significosis”. As we know 

today, coefficients with an asterisk (or even three) are not necessarily true or interesting (Gelman and 

Stern 2006), but searching for them compromises our theories, which are never truly tested, just evoked 

once the findings are already known (Starbuck 2016). It is not a coincidence that leading scholars warn: 

“’statistically significant’—don’t say it and don’t use it” (Wasserstein et al. 2019, p. 2).  

Preregistration has been embraced across the social sciences because it increases the transparency 

and reproducibility of findings (Munafò et al. 2017; Davis et al. 2023). Perhaps most importantly, the 

practice clarifies to the readers which elements of the study are deductive or hypothesis-driven — and 

which are exploratory, initiated after seeing the data (Nosek et al. 2018). When researchers preregister 
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their studies, they establish what part of a study is pre-planned as opposed to a post-hoc finding. The 

preregistration record guards against accusations of p-hacking (Simonsohn et al. 2015) or selective 

publication of findings (Kasy 2021). A study of 15,992 randomized control trials published in 15 leading 

economics journals found that “preregistered studies that have a complete pre-analysis plans are 

significantly less p-hacked” (Brodeur et al. 2022, p. 3). (We suspect that experiments are generally less 

susceptible to p-hacking than other methods, simply because experiments are typically designed for a 

purpose, like testing specific hypotheses or exploring a process. In contrast, other methods rely on 

extensive data sets. The presence of numerous variables can tempt a researcher to try myriad tests. This 

could result, even if inadvertently, in p-hacking or HARKing (Hypothesizing After the Results are 

Known; Kerr 1998)). 

Preregistration comes in handy when the results contradict expectations. Rather than struggle to 

explain contradictory or null results — peer comparison does not motivate but instead harms (Reiff et al. 

2022); womens’ ideas are not judged worse than those of men (Dahlander et al. Forthcoming) — the 

researchers can point to the preregistration, which testifies to the their sincere effort in conducting a sound 

theory test. When theory-anchored hypotheses are contradicted, the results may still be worth publishing, 

notwithstanding the known publication bias (Begg and Berlin 1988; Lewin et al. 2016). Some outlets now 

take the practice a step further by offering registered reports, an advance guarantee of publication 

regardless of eventual findings (Lewin et al. 2016; Academy of Management Discoveries 2023; Carsten 

et al. 2023). 

Preregistration aids not only individual researchers but also science. Collectively, preregistrations 

present a more complete picture of a field, the studies conducted in it, and the ones that resulted in 

publication. Such a comprehensive view allows for meta-analyses that mitigate publication bias, which 

when unchecked makes studies with “statistically significant” results more likely to be published, thereby 

exaggerating the likelihood of certain outcomes (Begg and Berlin 1988; Lewin et al. 2016). For this, some 

professional societies, such as the American Economic Association, encourage or even require 

preregistration of studies. 
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When can we deviate from pre-registration? It is recommended for most studies, experimental or 

otherwise. It is most beneficial when performing hypothesis testing, typically following a pilot study (De 

Vaus 1993). Explicating hypotheses in advance may be intimidating at first, but authors (and readers) 

should remember that preregistration is a plan, not a contract. Authors may be right in adding new 

hypotheses after seeing the data or in deciding not to test preregistered hypotheses, for example due to 

missing or invalid data. The key is a clear demarcation between preregistered and post-hoc results (i.e., 

those obtained after seeing the data). When scholars choose to deviate from a preregistration, they should 

disclose and justify their choices. As long as these are clearly explained and well-motivated, scholars may 

present preregistered analysis side-by-side with post-hoc results. And readers should practice moderation, 

remembering that overly restrictive preregistrations can hinder the dissemination of important but 

unexpected results (Banerjee et al. 2020). 

Discussion 

In this final section, we look ahead and address ensuing methodological developments, the 

question of mutually agreed-upon field norms, and the potential for experimental inquiry to 

fundamentally reorient organization theory. 

Expanding the toolkit. As more and more scholars enter  the field to examine organization 

science topics, the tools for experimental inquiry will surely continue to multiply. We highlight four 

opportunities. First, most experimental inquiry in organization theory has been decidedly deductive in 

nature, which is not unexpected given experiments’ strength in testing causal theory. But experiments can 

do more. John Stuart Mill (1874) opined that “[an experiment] is immense extension of [an observation].” 

Nine decades later, Karl Weick (1965, p. 200) echoed him: “experiments are observation. Experiments 

permit induction as well as deduction. It is just as easy to ‘look around and see what is going on’ in the 

laboratory as it is in the field.”  

Vernon Smith’s journey offers an apt example of how experimental exploration brings discovery. 

A classroom experiment that turned dramatically against theory and his “Harvard education,” led him 

down a path anchored by experimental markets, a tool he developed. They enabled him to “see what will 
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happen” and probe the boundaries of accepted theories (Smith 1962, 1982). Later in his career, Smith 

(1988) followed a similar strategy to reveal how price errors and subsequent bubbles emerge even highly 

efficient markets, contradicting established theory (for review, see Wilson 2017).  

Experiments are thus not exclusively compatible with a positivist research agenda but can also 

inform social constructionism (Jost and Kruglanski 2002). In addition to testing theory, a common theme 

in this issue, experiments can be employed to explore and describe novel phenomena, develop new 

theory, and advise policymakers (Roth 1986), as some of our contributors do. Experimentalists may 

simultaneously pursue more than one of these objectives. Doing so may require modified procedures and 

criteria for evaluating experimental research, and it is important that scholars pay attention to such 

differences (Schram 2005; Lin et al. 2021).  

For example—and this brings us to our second recommendation for expanding the experimental 

toolkit—endeavors to move beyond theory testing can benefit extraordinarily from multi-method 

investigations, where experiments are combined with other approaches. While such methodological 

triangulation (Denzin 1978; Jick 1979) might not be necessary when the focus is on rigorous testing 

alone, it is increasingly important as researchers seek more applied goals (Lin et al. 2021). Fortunately, 

the experimental method lends itself to creative combination with a variety of other methodologies. There 

has been a long history in social psychology of augmenting experiments with qualitative methods, and it 

is clear that integrating these two approaches can provide substantial leverage, especially on the theory 

development front (Fine and Elsbach 2000). The merger of qualitative and experimental methods should 

prove particularly powerful in abductive analysis (Tavory and Timmermans 2014; King et al. 2021), in 

which a qualitative study identifies unexpected themes that diverge from existing theory, which are then 

further pursued in an experimental study. Conversely, scholars may also use a design in which an 

experiment precedes a qualitative-interpretivist study that elaborates the theoretical mechanisms in greater 

depth (Kaplan 2015). Likewise, many topics in organization theory lend themselves to being studied 

quantitatively not only with experiments but also with complementary surveys (Ameri et al. 2020; Evans 

and Schilke Forthcoming) or archival data (e.g., Audia et al. 2000). The combination of two methods 
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creates a contribution that is greater than the sum of its parts. Modeling is, by definition, not empirical. 

But whether they involve Greek letters or computer code, formal models can serve as springboards for 

experiments (Gibbons 1999; Fang 2012; Smith and Rand 2018; Knudsen et al. 2019). 

Third, a distinction is often made between laboratory and field experiments, but this dichotomy 

misses nuanced differences and intermediate hybrid forms of experimentation—sometimes referred to as 

lab-in-the-field studies (Baldassarri and Grossman 2011)—that we believe can add substantial value. 

Harrison and List (2004) identify two such hybrids on the continuum between laboratory and natural field 

experiments: An artifactual field experiment resembles a laboratory experiment but relies on nonstandard 

participants, such as practitioners or a representative sample of a population. A framed field experiment 

additionally uses field elements and conducted in the participants’ natural environment, but it is distinct 

from a “true” field experiment because participants are aware they are participating in an experiment (List 

2023; Puranam 2023). 

Fourth, as technology advances, it opens new pathways for experiments. The idea of going 

beyond text to include audio, video, and pictures in the experimental materials, in the hope of making the 

study more immersive and engaging for participants, is not new (Aiman-Smith et al. 2002). But the 

possibilities afforded by virtual and augmented reality could prove a game changer for framed field 

experiments, combining the exact controls of the laboratory and a stimulus-rich environment, resembling 

the participants’ natural environment (Aguinis and Bradley 2014; Innocenti 2017). 

Speaking of technology, we can only imagine how the method will benefit from artificial 

intelligence (AI), specifically machine learning (ML). For instance, we envision the technology used to 

identify potential targets for experimental investigation. AI/ML excels in pattern detection but not in 

determining causality. So, it can direct a researcher’s attention to co-occurrences that are unexpected or 

potentially insightful, setting the stage for an experiment (Shrestha et al. 2020; Agrawal et al. 2022). The 

same technology can also play a role in the designing of experiments. For instance, it can create stimuli 

and items that systematically vary along a few dimensions. And while an experiment is running, the 

technology can automate power calculations, allowing response-adaptive allocation to study conditions, 
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thus improving the efficiency of experiments (Kaibel and Biemann 2021). When analyzing responses, 

AI/ML can offer better yet systematic classification of participant qualitative responses (Gentzkow et al. 

2019), permitting not just Likert-scale responses but writing and speaking. It may also excel is estimating 

typicality, systematically calculating how an object, whether a tweet or a painting, resembles a prototype. 

Ultimately, the combination of experimental and AI/ML techniques can aid in inferring the causes of 

heterogenous responses to a treatment and estimating their magnitude (Athey and Imbens 2016; Wager 

and Athey 2018; Lee et al. 2022). 

And with the rapid improvements in large language models (LLM), like OpenAI’s ChatGPT and 

its open-source peers, we foresee experiments in which not only humans but also autonomous computer 

algorithms participate, perhaps as organizational interlocutors, much in the spirit of Alan Turing’s (1950) 

famous imitation game. As such tools become part of the organizational repertoire, researchers may even 

turn the experimental spotlight onto AI agents, making their behavior a subject of experimental studies. 

Our overall message is clear: We should embrace new methodological opportunities as they present 

themselves. 

Agreeing on field norms. Thanks to its relative infancy, experimental organization theory is still 

low in institutionalization, making room for out-of-the-box thinking. At the same time, there is a need for 

some consensus on shared field norms, social and scientific. We hope that our suggestions on 

experimental design and transparency practices will contribute to scientific progress and rigor, but also to 

collaboration and camaraderie. 

Our field is young, but the experimental method is not. With an approach so omnipresent, it is 

unsurprising that some distinct norms have emerged across disciplines, and sip into ours. Experimentalists 

in organization theory tend to draw on traditions that hail from psychology, sociology, or economics. 

Each comes with its own assumptions and values. We recognize that homogenization of scientific 

practices is not always desirable (March 2004) and worry that overly restrictive normative pressures may 

oppress methodological diversity and restrict intellectual exchange. However, the line between “best 
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practice” and “oppressive diktat” is a thin one, so it may be helpful to enumerate and acknowledge 

differences in designing, conducting, and interpreting experimental results. 

First, what counts as an experiment? Some insist that a study cannot be called “experimental” 

unless it features random assignment to conditions (Grant and Wall 2009), but others use the term more 

liberally, allowing more definitional breadth. Random assignment excels in ascertaining causality, 

everyone agrees. But experiments also shine in creating a setting where “adequate control can be 

maintained and accurate measurement of relevant variables guaranteed" (Wilde, p. 138). Indeed, control 

is often cited as the critical factor in designing and evaluating experimental research in the economics 

tradition (Smith 1976). 

Experiments are often used to (1) test specific hypotheses and answer questions. But, as we 

discuss above, they can do more: Extend theory by (2) discovering the boundaries surrounding it — and 

give rise to theory by (3) exploring behaviors. Turing Award laureate Allen Newell and Nobel laurates 

Herbert Simon and Vernon Smith relied on experiments for exploration, what Simon (1989, p. 393) and 

Newall (1972) casually called “just looking” and Smith (1982, pp. 940-3) labeled “see what will happen” 

or “heuristic” experiments. Experiments can also be used to identify where one theory ends, where its 

predictions fail (Smith’s “boundary” experiments, 1982). Elinor Ostrom, another Nobel laurate, famously 

used laboratory and field experiments to show how people can self-govern shared resources, contradicting 

gloomy predictions about the tragedy of the commons (Ostrom 1990; Ostrom et al. 1994). A grand set of 

framed field experiments across diverse cultures asked how universal is homo economicus (Henrich et al. 

2001), and showed that people willingly bear the cost to punish unequal behavior and promote 

cooperation, contradicting assumptions of narrow self-interest (Henrich et al. 2006). Vernon Smith and 

colleagues (Crockett et al. 2009) created experimental worlds to study how people move from self-

sufficiency to discover exchange and specialization. 

Disciplines conceptualize experiments differently, and they also evolved distinct norms on how to 

design them. Take for instance, the debate on the right degree of realism in experiments. One tradition, 

long rooted in organizational theory, sociology, and economics, insists that experiments can be stylistic, 
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distilling a theory to its essence (Zelditch 1969; Stolte et al. 2001; Lucas 2003b). “The greatest benefits of 

experiments reside in the fact that they are artificial,” proclaim sociologists Webster, Jr. and Sell (2014). 

As Simon and Smith urged, and like qualitative research, experiments uncover “what can happen” more 

than “what does happen” in everyday life, so life-like tasks are not a necessity (Mook 1983; Aronson et 

al. 1998).  

This approach does not object to generalizability, of course, but it does not seek it in the 

experimental design: “One never generalizes the empirical findings from laboratory experiments to a 

larger population of interest,” opines Kanazawa (italics in source; 1999, p. 452). Rather than attempting to 

mirror naturally occurring situations, the experiment should be designed to enable testing of relevant 

theoretical principles and informing the underlying theory, which serves as the bridge between the 

experimental study and other settings (Bitektine et al. 2018b).7  

But in much social psychology – and in economic field experiments – another tradition is 

prevalent. Many social psychologists “are very careful in experiments to represent those contextual 

aspects that seem most crucial to the real-world occurrence of the specific phenomenon under 

investigation” (Ariely and Norton 2007, p. 337). For that they use cover stories, confederates — and 

deception (Moffitt et al. 2011). In laboratory experiments, economists eschew deception entirely (even if 

they disagree what it means in practice ; Charness et al. 2021). For their objection, economists often cite 

concerns about polluting the subject pool with suspicion (and hence some deception is permissible in field 

experimetns, such as correspondence and audit studies) Yet others add ethical concerns (Ortmann and 

 
7 Consider, for instance, the classic institutional theory experiments by Zucker (1977. Judging the 

movement of a pinpoint of light is not an activity common to many organizations outside the lab, yet the 

task is an ideal fit with the theoretical requirements for testing Zucker’s hypotheses on the effects of 

institutionalization, the results of which have had a fundamental influence on a long line of institutional 

inquiry in organization theory (Heath and Sitkin 2001). 
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Hertwig 2002). Sociologists (and the authors of this article) tend to take a middle-ground stance on the 

acceptability of deception (Cook and Yamagishi 2008; Webster and Sell 2014), such that deception—

especially in its passive form8—is deemed admissible if theory testing would be impossible or highly 

impractical without it and if participants are debriefed (Schilke et al. 2023). However, whenever an 

experimental design can be implemented that avoids deception without sacrificing the validity of the 

research results, this design should be preferred. 

Economists can be equally concerned about context, because “the environment of the experiment 

can also influence behavior. The environment can provide context to suggest strategies and heuristics” 

(Harrison and List 2004, p. 1013). In economics, concerns about the context have fueled the rise of field 

experiments (including RCTs), which require realistic tasks, familiar settings, and suitable participants 

(e.g., List and Lucking-Reiley 2002; Bertrand and Duflo 2017). 

It is not clear to us that one approach is superior to the other. The organizational experimentalist 

should weigh the question and the theory (Bitektine, Lucas, and Schilke 2018) because “what is most 

important about any particular experiment is that it be relevant to its purpose. If its purpose is to test a 

theory, then it is legitimate to ask whether the elements of alleged ’unrealism‘ in the experiment are 

parameters in the theory” (Smith 1982, p. 937). 

As experiments have become  more widely embraced, disparate norms may emerge, as has been 

the case already  in psychology and economics (Ariely, 2007 #1814) and between laboratory and field 

experimenters (Falk and Heckman 2009; Maniadis et al. 2014). But incompatible definitions and 

traditions of what is a “proper” experiment, combined with restrictive normative pressures, risk 

oppressing methodological diversity and productive intellectual exchange. We concur that “it has been 

more important for experimentalists to present a rich variety of examples of their work than abstract 

explanations of why one might perform experiments” (Smith 1982, p. 923). We prefer to maintain rather 

than quell this diversity of  approaches. Our hope is that organization theorists—including authors, 

 
8 Passive deception involves withholding information from participants or not correcting their misconceptions about 
certain aspects of the study, whereas deception occurs when researchers give false information to participants. 
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reviewers, editors, and ultimately readers and users—will remain open-minded. It would be unfortunate if 

promising papers are rejected or useful data discarded simply due to the gatekeepers’ discipline-based 

preferences. Of course, this is not to say that “everything goes,” yet we need to realize that even when it 

comes to seemingly clear-cut best practices, such as preregistration, there are well-reasoned differences in 

opinions on what constitutes the “right approach” (Krishna 2021).  

Unequivocally, we advocate for more transparency in research. But we also wish to establish a 

climate of mutual support and encouragement rather than suspicion and reprimand. “Scientists are 

humans” (Clark et al. 2022, p. 46), and the costs, monetary and mental, of dealing with unsubstantiated 

allegations of errors and guilt-by-association tactics are very real. The increased transparency afforded by 

the experimental method should not lower the bar for publicly condemning a study, colleague, or research 

stream. Just like the results of an empirical investigation, allegations of methodological weaknesses can 

suffer from false positives, and we must weigh the considerable benefits of fraud prevention against the 

downsides of false accusations (Goldenring 2010; Bouter and Hendrix 2017). Correspondingly, we 

should calibrate the tone of the debate and agree on appropriate channels through which academic 

controversy happens, such that the emphasis is on objective scrutiny and constructive critique, not 

“denunciation mobs” (Stevens et al. 2020) sharing opinions on social media (Hillygus 2018). 

We applaud those who seek to better the transparency and reproducibility of our research. We 

recognize that such qualities are essential to the standing of our profession and its societal contribution 

(Starbuck 2016; Tsui 2021). Yet we hold such truth-seekers to the same standards as the authors they 

invigilate: If you detect hints of negligence (or worse), share all data, materials, statistical codes, analyses, 

and results. Moreover, seek response from the original authors and share it, too. And remember: Many 

studies are coauthored. A researcher may be sloppy (or fraudulent), but their associates should not be 

automatically declared guilty by association. Sometimes, the whistleblowers are the junior authors, as in 

the case of Marc Hauser, once a prolific researcher and popular teacher, who was turned in by his 

graduate students (Carpenter 2012).  
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Whenever poor judgment (or malicious intent) is suspected, begin by identifying the culprit. In 

recent cases, publicly available data files allowed peer investigators to hone-in on one of the authors. 

Without data, all coauthors may have been guilty by association, with their reputations tarnished. For this 

reason, it is in everyone’s interest – researchers, reviewers, and readers – to boost transparency. As Brian 

Nosek (2023) of The Open Science Framework (OSF) puts it, “a commitment to transparency by 

researchers, journals, funders, and institutions will not prevent fraud, but it will make fraud more 

inconvenient and easier to detect.” 

Indeed, truth-seekers and whistle-blowers can only do so much. In the long run, the battle for 

research quality will be won by institutional efforts (Aguinis et al. 2022), such as journals demanding 

transparent reporting (Lewin et al. 2016; Antonakis 2017; Schwab and Starbuck 2017) and providing 

journal pages for replication studies and registered reports (Bettis et al. 2016; Ryan and Tipu 2022; 

Academy of Management Discoveries 2023; Carsten et al. 2023; Davis et al. 2023). Such efforts have led 

to some striking revisions of once-established findings (e.g., Goldfarb et al. 2018; Ertug and Maoret 2020; 

Goldfarb and Yan 2021). Also, reform is afoot thanks to social movements such as the Community for 

Responsible Research in Business and Management, a collaboration between distinguished scholars, 

business school deans, leading journals, and industry associations like AACSB (www.rrbm.network; 

RRBM 2020). 

Advancing from experiments to experimental organizations. Management scholars are well 

acquainted with Nobel laureate Daniel Kahneman, but they pay too little attention to the contribution of 

the man who shared the prize with him: Vernon Smith, who was praised “for having established 

laboratory experiments as a tool in empirical economic analysis” (Nobel Prize 2002). If Kahneman used 

experiments to rewrite the theory on decision-making, Smith was the pioneer who drove the method to 

the heart of economics. The introduction of experiments as a legitimate empirical method was not entirely 

planned. After struggling to convey microeconomic theory to students, Smith (1962, 1982) designed a 

classroom demonstration modeled after the stock and commodities exchanges. To his surprise, the tiny 
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experimental market revealed uncommon insights. He altered some conditions and continued 

experimenting. 

The reception was lukewarm: his first paper, documenting years of market experiments, was 

published after two revisions, four negative referee reports, and an initial rejection. But to Smith (1991, p. 

154), this was but a step in “a continuing struggle of escape from the prison of conventional patterns of 

economic thought.” He may have been encouraged to find that, around the same time, Reinhard Selten 

had been pioneering economics experiments in Germany (Nagel et al. 2016). He, too, won the Nobel 

Prize. 

Smith published his first experiments in 1962. A few years earlier, Selten published what may be 

the first strategy experiment, assigning three participants to run a simulated bank (Sauermann and Selten 

1959). Later, Selten travelled to Pittsburgh, fascinated to meet Herbert A. Simon and his associates, who 

were busy conducting experimental research in organization theory (Nobel Prize 1994; Mitzkewitz and 

Nagel 2020). As we discussed above, they pointed out that experiments were crucial to gaining 

knowledge about organizations. 

We envision a bright future for the experimental organization—an organization created for 

experimental purposes (Simon and Guetzkow 1952; Guetzkow and Bowes 1957; Weick 1965). As a good 

design requires, such an organization is distinguished by its theoretically-accurate features, like systems 

of coordinated action and collective goals, structure and incentives, and the involvement of more than one 

members (Camerer and Weber 2013). Naturally, the experimental organization may be simpler than 

many. It exists in a controlled environment. It may appear slightly artificial.  

But these are features, not bugs: Simplicity, control, and exact measurements are crucial to 

discovery and testing (Zelditch 1969; Wilde 1981; Kriss and Weber 2013; Webster and Sell 2014). The 

lilliputian size of the experimental organization may raise eyebrows, but recall that size is not among the 

definitional criteria for an organization (Puranam et al. 2015; Puranam 2018). The world of 

entrepreneurship is filled with two-person startups, and many economies are dominated by small firms. 



 40 

Few will argue that these are excluded from organization theory.9 A stream of research studying 

experimental organizations could bring to our field the vast gains that economics enjoyed by studying 

experimental markets. 

Some forms of experimental organizations have already been put to work by researchers studying 

topics such as incentives in teams (e.g., Brandts and Cooper 2006; Hamman et al. 2007) and leadership 

(Weber et al. 2001; Brandts et al. 2015; Cooper et al. 2020; Antonakis et al. 2022). Others studied 

experimental organizations to understand collective learning (Blume et al. 2009), identity (Chen and Chen 

2011; Chen et al. 2021), culture (Weber and Camerer 2003), and office politics (Carpenter et al. 2010). 

Much of these studies are informed by economic theory and employ associated designs. Organizational 

scholars could contribute much by examining experimental organizations through the diversity of thought 

and perspectives that characterizes our field. 

With the tight fit between recent theoretical trends and the strengths of the experimental method, 

we envision experiments contributing to a profound reorientation of empirical research toward the 

definitional features that set organization theory apart: an uncompromising dedication to clearly 

identify—rather than hint at—causal effects and theoretical mechanisms. 

Whether you are an organizational scholar pondering experiments—or already using them—this 

is a promising time. There is considerable momentum in this burgeoning space, yet many important 

contributions are still to be made. In the coming years, organization theory may find its Louis Pasteur 

moment. 

  

 
9 To be clear: Size does not define an organization, but it can be a variable of interest for research. Further, because organizations 
can be very small, one can wonder about the differences between teams and organizations. These may be related to hierarchy 
(teams are typically a subunit of a larger organization) and communication patterns (perhaps more complete in teams) as well as 
other characteristics. 
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Epilogue: How The Contributions Here Benefit from the Experimental Method 

We are delighted to introduce this Organization Science Special Issue, inspired by the growing 

trend in the organization theory of scholars utilizing experimental methodology. We aimed to create a 

forum for this emerging community to unite and push conceptual and methodological frontiers. We also 

intended to showcase the key merits that experiments offer to the organization theorist, jumpstart 

discussions, and facilitate the exchange of best practices and emerging norms in this burgeoning 

community. 

In soliciting submissions, we explicitly encouraged disciplinary and methodological diversity, 

encompassing studies informed by sociology, psychology, or economics and employing laboratory, 

artefactual, framed, or field experiments, often combined with non-experimental studies. We were pleased 

by the overwhelming response, with numerous papers received and reviewed. 

The results of this comprehensive review process are presented in this Special Issue. Each article 

in this collection individually makes essential contributions that enhance our understanding of 

organization theory. Collectively, they serve as a pivotal benchmark for experimental research. The work 

contained in the Special Issue sheds new light on the structures and operations of organizations and the 

embeddedness of organizational actors in their social environment, leveraging the strengths of 

experimental methodology in various ways. Next, we discuss just that (an editor’s assessment of each 

article appears in the online companion). 

Many of the articles in the issue excel in leveraging experiments to capture theoretical 

mechanisms that may be difficult to identify with alternative, non-experimental methodologies, such as 

protocol analysis, which relies on verbal reports as data (Laureiro-Martinez et al. Forthcoming). This 

capacity also allows for teasing apart competing mechanisms, such as in van den Broek et al.’s 

(forthcoming) investigation of legitimacy. The article shows that peer endorsement stimulates evaluators 

to express their judgments, particularly among those who expend limited cognitive effort, and that 

evaluators in different evaluative modes act differently when their propriety evaluations are based on 

instrumental, moral, or relational considerations. 
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Uncovering microfoundations of organization theory is a central theme across multiple articles 

in the Special Issue. Many of the investigations are breaking new ground in understanding cross-level 

mechanisms. For example, Shen et al. (forthcoming) add considerable richness by disaggregating field 

norms and studying the effect of consensus among technology experts on investments in new market 

sectors. While previous studies have shown that establishing evaluation criteria benefits well-performing 

firms, the authors argue that consensus among experts will lead to increased investments in all firms 

within the new sector. Bergenholtz et al. (forthcoming), who make microfoundations front and center in 

their article’s title, spotlight the importance of cognitive abilities and styles in organizations’ adaptive 

search. Methodologically, this is an excellent example of a design that relies not on manipulation but on 

careful control of conditions in a way that is rarely possible outside the laboratory. The authors have 

combined qualitative interviewing with laboratory and labor market studies (Amazon Mechanical Turk). 

They have generously shared all their data, scripts, and instruments for use by others. Moreover, they 

assured readers that they had provided a complete account of all studies and variables conducted and had 

not resorted to selective reporting of results (footnote 1).  

Experiments allow us to access difficult-to-observe phenomena. Despite its importance for the 

country's economy, little research has been conducted on the Cuban cigar industry, so Verhaal et al. 

(forthcoming) designed a series of vignette experiments to dig into the organizational consequences of 

authenticity claims in this setting. The article shows that provenance-based claims of authenticity limit a 

firm's ability to expand production, while association with an iconic individual allows for more flexibility 

without undermining authenticity claims. Further, Gorbatai et al. (forthcoming demonstrate the advantage 

of experiments in shedding light on theoretical processes that can be difficult to observe, such as 

discrimination. This paper examines how high-salience racial events affect biases and acts of 

discrimination. The authors propose that discrimination reflects individual and environmental differences, 

and they find that racially salient events depress the quality evaluations and success odds of African-

American entrepreneurs, leading to a significant disadvantage for minority groups. 
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Further, some articles stand out in their efforts to conduct elaborate field experiments. Calls for 

experiments conducted in the field abound. Still, a key challenge for researchers following these calls is 

collecting a sufficiently powered sample while maintaining control over the experimental manipulation. 

Several of the authors in this issue were able to tackle this challenge. For instance, Boudreau and Kaushik 

(forthcoming) conducted a large-scale field experiment under highly controlled conditions, assessing 

undergraduate students' willingness to participate in a tech training program. The study relied on a clever 

design: as part of the launching campaign, an email was sent out to numerous potential adopters, 

involving competition or collaboration treatments to manipulate perceptions of interactions with other 

participants. A notable strength of the study was minimizing contamination threats by creating two 

separate platforms (one for each condition) and ensuring participants were only engaged on their 

platform. For example, the authors had some control over the sharing of messages among participants, by 

asking them not to forward any messages and by detecting and excluding any minimal instances of 

sharing. This type of micro-level intervention on the part of researchers is rare in field experiments, 

making this design an exemplar. The article by Boss et al. (forthcoming) is another apt example of a well-

designed field experiment.  The researchers conducted a field experiment with hundreds of students 

enrolled in a lean startup entrepreneurship course over 11 weeks. The aim was to understand the separate 

and combined effects of granting autonomy in choosing ideas and team members compared to a baseline 

treatment where views and team members were preassigned. 

Several articles set out to combine the benefits of laboratory experiments with relevant aspects 

from the field by conducting lab-in-the-field studies, which could be either artefactual or framed field 

experiments (Harrison and List 2004). Hergueux et al. (forthcoming) assess the relationship between 

reciprocal preferences and group performance using lab-in-the-field experiments in open-source software 

development. In one leg, they contacted numerous developers of open-source software and enrolled them 

in an online public goods experiment to gauge their cooperative tendencies. In the other leg, they 

collected archival data about actual contributions of software code by their participants, but also by non-
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participants. Combined, these data allowed them to draw original conclusions about reciprocity and 

organizations' success (or failure). 

Similarly, Molina et al. (forthcoming employ lab-in-the-field studies to examine why leaders of 

organizations cooperate with others they may never transact with again. The article finds that belief in the 

reliability of robust social norm enforcement leads to a higher probability of cooperation with strangers, 

highlighting the importance of social norms in facilitating cooperation in a market economy.  

Another set of articles let experimental organizations spring to life in the lab. The study by 

Christensen et al. (forthcoming is a prime example of how experimental organizations, minimalistic 

entities created with theoretically relevant characteristics, can help produce intriguing insights. Using two-

member organizations, the authors manipulated decision-making structures in terms of aggregation rule 

(consensus), incentives, and assignment of positions (fixed versus random). To study how organizations 

make decisions regarding team selection and delegation of authority in uncertain environments, Hamman 

and Martínez-Carrasco (forthcoming) modeled a decision environment in which a manager both 

determines the skill heterogeneity of the workers and whether to retain or delegate the ability to allocate 

tasks. The authors designed a multiple-round game, with participants randomly assigned to manager and 

worker roles in three-person organizations.  The study emphasizes the potential costs associated with 

managers seeking decision simplification, but also highlights how deliberative thinking and risk tolerance 

can enhance performance in a complementary manner. 

Sometimes, experiments have received critiques for favoring a static perspective, but some 

articles in this issue capture important dynamics in their experimental studies. Alves et al. (forthcoming, 

for example, analyze the role of type 1 (intuitive) and type 2 (reflective) processing in the adaptation of 

routines during discontinuous change. The authors find that type 1 processing facilitates organizational 

adaptation more than type 2 processing, particularly in highly ambiguous environments where 

information is limited and difficult to verify. Likewise, Radoynovska and Ruttan (forthcoming extend 

research on hybridity (as a state) to study hybridization (as a process), analyzing how audience judgments 

of organizational authenticity and the ability to attract potential employees are affected by organizations 
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transitioning from single to multiple categories. They find that hybridization triggers audience cynicism 

and leads to decreased judgments of authenticity. Still, these penalties are only observed when 

organizations move away from field-level profit-status norms. Finally, the experiments by Rahmandad 

and Gary (forthcoming make time for their focal concern by investigating the influence of delays and 

outcome uncertainty on strategic choices, learning, and performance outcomes. Their findings reveal that 

longer delays lead to a preference for alternatives with rapid returns, even if they are suboptimal, and 

induce learners to persist with their initial strategies. Delays and uncertainty can undermine performance, 

reduce heterogeneity in strategies, and lead to convergence in more dynamic and uncertain environments. 

Experiments can effectively complement a variety of non-experimental methods, and several 

papers in this special issue showcase this complementarity, such that the individual studies genuinely 

come together and the whole is greater than the sum of its parts. Di Stefano and Micheli (forthcoming, is 

an excellent example of a mixed-methods approach. Phases 1 and 2 of their research focused on building 

theory through desk research, interviews, and observations at CERN. These phases refined the empirical 

strategy and narrowed the focus. Phase 3 involved a lab-in-the-field study administered to scientists at 

CERN. In Phases 4 and 5, feedback was collected, and additional interviews were conducted to make 

sense of the empirical evidence. Phase 6 involved designing and implementing two laboratory 

experiments conducted among Prolific panelists to test the theoretical model. The article by Pamphile and 

Ruttan (forthcoming) is another example of a mixed-study approach. The authors start with archival data 

collected from Glassdoor to detect correlations between the key variables of interest. Two experimental 

studies were then used to investigate the causal relationships between variables, eliminate alternative 

explanations, and unpack the underlying mechanisms. The authors find that perceptions of authenticity 

are influenced by the congruence between an organization's stated values (values it claims to have) and its 

lived values (values members perceive the organization to embody). To investigate the mechanism behind 

their findings, Raveendran, Srikanth, and Ungureanu (2023) add an agent-based simulation to 

experimental findings obtained from humans in universities and online. The computational model — 
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essentially a synthetic experiment (Levine & Prietula 2012) — simulates how adaptive learning affects 

the exploration-exploitation choice under different performance goals. 

In terms of construct validity, several studies have reported pertinent analyses, and some have 

conducted additional studies to demonstrate the robustness of the results to different operationalizations. 

In doing so, Wang et al. (forthcoming have made good use of experiments’ ability to measure actual 

behavior (rather than behavioral intentions). This paper examines how activists gain allies in 

organizations. It shows that potential allies' support for feminist policies depends on their level of feminist 

and organizational identification and the labeling of the policy. In one of the experiments, participants had 

the opportunity to support activists’ efforts by completing an email task, which allowed for measuring 

performance on the task as a behavioral measure of policy support. 

The articles in the Special Issue excel in internal validity, leveraging experiments’ ability to identify 

causality and rule out alternative explanations, such as self-selection. But, one paper goes further and 

explores differences in observed effects depending on whether participants were randomly assigned or 

could self-select into study conditions. Gibbons et al. (forthcoming investigate how parties build 

relational contracts to adapt to unforeseen changes efficiently. They reveal that principle-based 

agreements, endogenously emerging, achieve significantly higher levels of performance after an 

exogenous change in the environment. Still, when participants were nudged into such agreements, 

performance did not improve. Another article that stands out on the internal validity front is that by 

Bernstein et al. (forthcoming), who pioneered an experimental design in a field dominated by non-

experimental findings. To complement extant evidence, the authors turned to experiments to study how 

communication network structure affects an organization’s adaptability to a shifting environment. They 

utilized an original “murder mystery” task designed to lead participants into settling on an early but 

wrong conclusion, requiring them to shift their understanding as more information became available. The 

authors shared all their data and code for use by others and generously made available the instrument used 

in the study: a software platform to conduct experiments involving real-time collaboration through an 

exogenously determined communication network structure. 
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Finally, all articles in this Special Issue follow state-of-the-art recommendations for 

transparency and reproducibility, disclosing data and code to increase the findings' reproducibility. For 

example, Ghosh and Wu (forthcoming do an exemplary job separating confirmatory hypotheses testing 

from exploratory post-hoc analyses. They preregistered the hypotheses underlying the laboratory 

experiment, thus assuring the reader that the hypotheses tested were indeed conjectured before the study 

(and not after seeing the results). They report statistical power analyses to probe the robustness of the 

results and generously provide their recruiting materials, instruments, data, and statistical code. Another 

example of high analytical transparency and reproducibility is the article by Pittnauer et al. (forthcoming. 

To benefit future research, they labored to provide their materials, even creating a video documenting the 

experimental interface as the participants saw. To mitigate the risk that participants were influenced by 

others who participated earlier, Pittnauer and colleagues took the admirable step of conducting the 

experiment across five universities. Throughout the article, they report exact p-values, as recommended 

(Wasserstein et al. 2019), and they do not just describe their results but report them in visually striking 

diagrams (Greve 2018; Levine 2018). 

Overall, the Special Issue on experimental approaches to organization theory showcases a diverse 

portfolio of high-quality experimental studies, which we hope will contribute to setting a standard in the 

field. Together, the studies underscore the value of the experimental approach to organization theory. 

They exude abundant fertility and hold auspicious potential to yield substantial progress in the times 

ahead. 
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Appendix: Manuscript Checklist 
 
This checklist recaps some of the best practices, as reported by organization researchers and based on the 
recommendations of scientific associations and leading journals. It can be used when designing and 
conducting research, whether experimental or not. It can also be used when reviewing manuscripts or 
evaluating the gravitas of published research. 

Data, Analytic Methods (Code), and Research Materials Transparency 
 
Present n/a Comments  

☐ ☐ ☐ Links to publicly available data set (example)  
and/or statement on restriction on data availability 

☐ ☐ ☐ Links to statistical or mathematical code (e.g., log files) 

☐ ☐ ☐ Links to a description (and/or demonstration) of the instrument used, 
sufficiently detailed to allow a reader to recreate it (example) 

The data, code, and instruments should be detailed enough so that any reader can understand and assess 
the conclusions of the manuscript (§2, 3, 4 in Nosek et al. 2015; Davis et al. 2023, pp. 13-4). 

Design and Analysis Transparency 
(Sources: Nature Research, §5 in Nosek et al. 2015; Davis et al. 2023, pp. 13-4). For a statistical 
expansion, see https://www.nature.com/collections/qghhqm/pointsofsignificance  
 

☐ ☐ ☐ 
Clear separation between (confirmatory) hypothesis testing and (exploratory) post-
hoc analysis, ideally by preregistration, prespecification, or registered trial (see 
next ;Kerr 1998; Murphy and Aguinis 2019) 

☐ ☐ ☐ Description of all variables (measures) for which data were collected, even if some 
were not used in analysis (to avoid the temptation of p-hacking;  

☐ ☐ ☐ Description of all experimental conditions (manipulations), even if some were not 
used in analysis 

☐ ☐ ☐ Disclosure of any data exclusions (e.g., based on attention checks or other criteria) 

☐ ☐ ☐ The exact sample size (n) for each experimental group/condition, given as a 
discrete number and unit of measurement 

☐ ☐ ☐ 
Discussion of how the sample size was determined, including analysis of statistical 
power (ideally, a priori) to show that the sample size justifies the conclusions 
drawn from it (Button et al. 2013) 

☐ ☐ ☐ Description of any assumptions or corrections, if applicable, such as tests of 
normality and adjustment for multiple comparisons 

☐ ☐ ☐ Full description of variables including 

☐ ☐ ☐ central tendency (e.g., means) or other basic estimates (e.g., regression 
coefficient) 

☐ ☐ ☐ variation (e.g., standard deviation) or associated estimates of uncertainty (e.g., 
confidence intervals) 

☐ ☐ ☐ 
visualizations of disaggregated raw data, e.g., scatterplot matrixes, binned 
scatterplots, residual plots, and Cook’s distance (Greve 2018; Levine 2018; 
Starr and Goldfarb 2020) 

☐ ☐ ☐ The statistical test(s) used, and whether they are one- or two-sided 

☐ ☐ ☐ For null hypothesis testing, the test statistic (e.g., F, t, r) with confidence 
intervals, effect sizes, degrees of freedom 

  

https://osf.io/mvr7t/?view_only=117340a36db54e54957921816fa59a0a
https://pubsonline.informs.org/doi/suppl/10.1287/orsc.2020.1405/suppl_file/orsc.2020.1405.sm1.pdf
https://www.nature.com/collections/qghhqm/pointsofsignificance
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Present n/a Comments  

☐ ☐ ☐ For hierarchical and complex designs, identification of the appropriate level of 
analysis for tests and full reporting of outcomes 

☐ ☐ ☐ For Bayesian analysis, information on the choice of priors and Markov chain 
Monte Carlo settings 

☐ ☐ ☐ Exact p-values rather than stating that a finding is “significant” (Wasserstein et al. 
2019) 

☐ ☐ ☐ Estimates of effect sizes (e.g., Cohen’s d, Pearson’s r) 

Pre-Specification \ Pre-registration 
(§6 in Nosek et al. 2015) 
 
☐ ☐ ☐ Statement of the questions or hypotheses that motivate the study 

☐ ☐ ☐ A preregistered sampling plan, which specifies the sampling method, the sample 
size, and principles for removing data (e.g., outliers or erroneous entries) 

☐ ☐ ☐ A preregistered measurement plan, which details the measures used and how they 
will be coded 

☐ ☐ ☐ A preregistered analysis plan, which lists the measures (e.g., coefficients) that will 
be estimated and how they will be interpreted 

☐ ☐ ☐ 
If a preregistration was created, the analysis should be reported as prespecified and 
linked to the pre-specification plan. Prespecification does not preclude additional 
analyses, exploratory or post-hoc. 

Citation Standards 
(§1 in Nosek et al. 2015) 
 

☐ ☐ ☐ 
If any existing data sets, research materials, or code were used as part of this 
manuscript, include a citation to each in the main reference section, so that they 
are recognized as original contributions 

 

IRB/Ethical Review 
☐ ☐ ☐ A statement confirming compliance with the relevant ethical regulations 
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