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Two innovative financing schemes have emerged in recent years to enable suppliers to obtain financing for production. The first, purchase order financing (POF), allows financial institutions to offer loans to suppliers by considering the value of purchase orders issued by reputable buyers. Under the second, which we call buyer direct financing (BDF), manufacturers issue both sourcing contracts and loans directly to suppliers. Both schemes are closely related to the supplier’s performance risk (whether the supplier can deliver the order successfully), which the repayment of these loans hinges upon. To understand the relative efficiency of the two emerging schemes, we analyze a game-theoretical model that captures the interactions between three parties (a manufacturer, a financially constrained supplier who can exert unobservable effort to improve delivery reliability, and a bank). We find that when the manufacturer and the bank have symmetric information, POF and BDF yield the same payoffs for all parties irrespective of the manufacturer’s control advantage under BDF. The manufacturer, however, has more flexibility under BDF in selecting contract terms. In addition, even when the manufacturer has superior information about the supplier’s operational capability, the manufacturer can efficiently signal her private information via the sourcing contract if the supplier’s asset level is not too low. As such, POF remains an attractive financing option. However, if the supplier is severely financially constrained, the manufacturer’s information advantage makes BDF the preferred financing scheme when contracting with an efficient supplier. In particular, the relative benefit of BDF (over POF) is more pronounced when the supply market contains a larger proportion of inefficient suppliers, when differences in efficiency between suppliers are greater, or when the manufacturer’s alternative sourcing option is more expensive.
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1. Introduction

To reduce production costs, many manufacturers (or intermediaries) source products from small suppliers (or contract manufacturers), who are often located in developing countries. With a lack of access to public debt or equity markets, these suppliers often rely on two channels for external
financing. The first channel is asset-based loans offered by banks and secured by suppliers’ physical assets, such as inventories and equipment (Buzacott and Zhang 2004). The second is factoring, under which suppliers sell account receivables to financial institutions at a discount for immediate cash payment (Klapper 2006, Sodhi and Tang 2012). However, both channels require suppliers to have certain tangible internal resources, which may not be readily available. Consequently, many new suppliers have to turn down profitable orders from reputable buyers simply because they cannot obtain financing to start production (Tice 2010). Similarly, with balance sheets weakened by the recent financial crisis and many institutions still recovering, even established suppliers may fail to secure sufficient financing to meet increasing orders from buyers (Martin 2010). Inevitably, suppliers’ difficulties with obtaining financing affect manufacturers adversely when the latter are left with more expensive sourcing options or, even worse, fail to deliver end products to consumers.

To meet the financing needs of the aforementioned suppliers, two innovative non-asset-based financing schemes have recently emerged. The first is known as purchase order financing (POF), under which financial institutions lend to suppliers based on purchase orders issued by reputable manufacturers. POF lenders include traditional commercial banks and specialized POF lenders (Martin 2010, Tice 2010). Unlike asset-based loans or factoring, which are backed by tangible assets, the repayment of a POF loan depends on the supplier’s successful delivery of the associated purchase order. Because a POF loan is only granted based on purchase orders issued by creditworthy buyers, the major risk associated with POF is not the buyer’s credit risk but the supplier’s performance risk, i.e. that the supplier may fail to deliver the order according to the buyer’s specifications on quality, timeliness, or compliance (Gustin 2014).

Under the second scheme, which we call buyer direct financing (BDF), the manufacturer acts as both the buyer and the lender and directly finances suppliers for production. BDF has been adopted by manufacturers and supply chain intermediaries in both developed and developing markets. Since 2009, Rolls-Royce has lent over £500 million to small suppliers who were unable to obtain adequate financing through other channels. Similarly, GlaxoSmithKline (GSK) has lent billions of pounds to its suppliers (Watkins 2012). Li & Fung, the global supply chain intermediary, has financed some of its long-term suppliers so that they can initiate production for Li & Fung orders (Fung et al. 2007). BDF can also take the form of procuring raw materials for suppliers. For example, Hanbo Enterprises Holdings, a Hong Kong-based supply chain intermediary specializing in the apparel sector, procures fabrics for its suppliers and treats procurement costs as interest-bearing loans (Cheng 2015).

As both POF and BDF are still taking shape, industry experts are debating whether financial intermediaries (i.e. banks and specialized lenders) or supply chain partners (i.e. manufacturers or supply chain intermediaries) are in a better position to finance suppliers. On the one hand, many
critics argue that manufacturers should leave financing to professionals with domain expertise. On the other, because the efficiency of both POF and BDF hinges on supplier performance and because manufacturers have better control over and knowledge of suppliers (Fung et al. 2007), manufacturers can provide financing more efficiently. For instance, manufacturers can design supply contracts to incentivize suppliers to improve delivery performance by exerting efforts in areas such as quality control and process improvement (Aydin et al. 2011). Also, manufacturers often have better information than banks in terms of suppliers’ intrinsic operational efficiency due to previous interactions, extensive auditing, or domain knowledge of particular purchase orders. These observations motivated us to examine two research questions more formally in this paper:

1. By combining the roles of buyer and lender under BDF, which we refer to as the manufacturer’s control advantage, can the manufacturer better incentivize suppliers to improve their delivery performance under BDF?

2. Does the manufacturer’s information advantage about suppliers’ operational capabilities make BDF a superior financing scheme? And if so, under what circumstances?

To answer the first question, we analyze a Stackelberg game that involves three parties: a manufacturer, a financially constrained supplier who can exert costly and unobservable effort to improve delivery reliability, and a bank operating in a competitive lending market (note that the bank only plays a role in POF). Without access to other financing means, the supplier can only borrow through either POF or BDF to cover his production cost. To focus on the manufacturer’s control advantage, we first assume that the manufacturer and the bank have symmetric information about the supplier’s operational efficiency. Under this model, we find that when the supplier’s asset value is below a certain threshold, the supplier cannot obtain financing through either scheme. Second, when the supplier’s asset value exceeds this threshold, POF and BDF yield the same performance in terms of the supplier’s delivery reliability and probability, even though BDF gives the manufacturer more flexibility in selecting contract terms. Such flexibility, consistent with anecdotal evidence that manufacturers offer diverse interest rates under BDF, suggests that BDF is particularly valuable in markets where interest rates are regulated, as is the case in many developing countries.

To answer the second question, we extend the above model by considering the case in which the supplier can be either efficient or inefficient in terms of their operational capabilities. The efficient supplier incurs lower (effort) costs than the inefficient supplier in order to achieve the same delivery probability. While the manufacturer knows the supplier’s actual type, the bank only knows the distribution. Because the manufacturer knows the supplier’s actual type and the bank is not involved under BDF, the performance of BDF remains the same as before. However, POF may become less efficient in this case due to the bank’s information disadvantage. Using a signaling game to capture the interactions between all three parties, we find that when the supplier’s asset
value is sufficiently high, the manufacturer can efficiently use the sourcing contract to signal her private information about the supplier to the bank in a credible manner. As such, the performance of POF does not suffer as a result of the bank’s information disadvantage and remains just as attractive as BDF. However, when the supplier is extremely financially constrained, it is inefficient, if not impossible, for the manufacturer to use the sourcing contract to signal her private information to the bank under POF, making BDF the preferred financing scheme. Moreover, we find that BDF is relatively more appealing to the manufacturer when the market has a higher percentage of inefficient suppliers or when the manufacturer’s alternative sourcing option is more expensive. This finding highlights that information advantage plays an important role in the manufacturer’s advantage in financing suppliers, rationalizing why BDF is mostly offered by manufacturers or intermediaries to long-term suppliers or suppliers with specialized skills.

As an initial attempt to understand the relative efficiency of two innovative financing schemes (POF and BDF) in managing suppliers’ endogenous performance risk, our paper reveal two important managerial implications. First, the relative benefit of BDF rests more on the manufacturer’s information advantage than her control advantage. Second, by formally analyzing the financial implications of the manufacturer’s information advantage, we identify operational and financial environments in which manufacturers may benefit more by financing their suppliers directly.

The rest of this paper is structured as follows. We summarize the related literature in Section 2. Sections 3 and 4 study the optimal sourcing contract when the manufacturer and bank have symmetric information under POF and BDF, respectively. Section 5 extends the model to examine the implications of information asymmetry for POF when the supplier’s cost factor is known to the manufacturer but not to the bank. Section 6 discusses when BDF is beneficial under asymmetric information. We conclude the paper in Section 7. All proofs are provided in the Appendix.

2. Related Literature

Focusing on the impact of different supply chain financing schemes on supply risk, our paper is related to three research streams: supply risk management, supply chain finance, and signaling games.

Supply risk management is an important research topic in operations. See Sodhi and Tang (2012), Kouvelis et al. (2011), and, in particular, Tomlin and Wang (2011) for a comprehensive overview of this topic. Similarly to recent papers such as Aydin et al. (2011), Li (2013), Tang et al. (2014), and Hwang et al. (2014), our paper focuses on designing supply contracts to incentivize suppliers to improve operational performance. Another related literature stream focuses on managing financially distressed suppliers. Swinney and Netessine (2009) show that long-term contracts can be used to reduce suppliers’ default risk. Babich (2010) characterizes manufacturers’ joint subsidy
and capacity reservation policies when facing financially distressed suppliers. Dong and Tomlin (2012) and Dong et al. (2015) examine how insurance can interact with operational strategies in mitigating supply risk when the chain is subject to financing costs. Our paper complements the supply risk literature by focusing on the interaction between suppliers' financial constraints and endogenous effort and delivery performance, highlighting that selecting financing schemes properly plays a crucial role in manufacturers' sourcing decisions and profitability.

Our paper is also closely related to the supply chain finance literature, the majority of which focuses on trade credit, i.e. the credit extended by suppliers to buyers. First, Babich and Tang (2012) and Rui and Lai (2015) establish the role of trade credit in deterring suppliers' moral hazard. In addition to our focus on different financing schemes (i.e. POF and BDF), our intention is also different: We examine the relative efficiency of POF and BDF under both endogenous supplier performance risk and information asymmetry. Second, Kouvelis and Zhao (2012) and Yang and Birge (2009) show that trade credit can improve supply chain efficiency by acting as a risk-sharing mechanism. We examine a different setting in which the contract price is contingent on whether the supplier can fulfill the order successfully. Because of this contingency, we show that adding interest rates as an additional lever under BDF does not further mitigate the supplier’s performance risk. Other recent papers on trade credit include Chod (2015), Chod et al. (2016), and Peura et al. (2016). Beyond trade credit, recent papers, including Chen and Gupta (2014) and Tunca and Zhu (2014), examine the impact of reverse factoring on stocking levels in the presence of demand risk. Our paper complements such works by serving as the first attempt to examine the implications of different financing schemes for supply risk.

Finally, our analysis of POF in the presence of information asymmetry between the manufacturer and bank is formulated as a signaling game (Riley 2001, Spence 2002). In the OM literature, Cachon and Lariviere (2001) study how firms can signal their private demand information to their supply chain partners. Bakshi et al. (2015) examine how quality can be signaled through after-sales service contracts. Recent papers in the operations–finance interface literature, including Lai et al. (2011), Schmidt et al. (2015), and Lai and Xiao (2014), study how firms can signal demand information to external investors through inventory decisions. In the same spirit, our model examines how the manufacturer can signal her private information about the supplier’s type to the bank. However, we complement the above papers in two ways. First, we examine signaling in the context of debt financing, rather than equity financing. As such, our results are hinged upon the supplier’s asset level. For example, when the supplier’s asset level is low, the signal that the manufacturer can send is constrained by the bank’s willingness to lend so that the pooling equilibrium may be the stable dominant equilibrium. This result complements those obtained by the aforementioned papers, which find that the pooling equilibrium is more appealing in various other settings. Second,
unlike the extant literature, our signaling game involves three parties, resulting a unique signaling mechanism that contributes to both costless separating (when the supplier’s asset is high) and pooling (when the supplier’s asset is low).

3. Sourcing with POF
We start our analysis by focusing on how sourcing contracts and financing schemes can jointly control suppliers’ moral hazard. We examine this issue under the POF scheme in this section and then examine the BDF scheme in Section 4. Section 5 extends the model to examine the relative attractiveness of both financing schemes in the presence of both moral hazard and information asymmetry.

3.1. The model
Consider a supply chain comprising three risk-neutral players: a manufacturer (she), a supplier (he), and a bank (it). In the following, we describe the supply chain aspect of the model followed by the financing aspect.

3.1.1. The supply chain. Consider a make-to-order supply chain comprising one manufacturer and one supplier. Focusing on supply risk, the demand faced by the manufacturer is assumed to be known and is normalized to 1 without loss of generality. To satisfy this demand, the manufacturer offers a sourcing contract to the supplier, who incurs a production cost $c > 0$ (raw material, wages, etc.) to execute the order.

Our models capture two salient features that are common among suppliers seeking POF or BDF. First, the supplier is financially constrained. Specifically, we assume that the supplier has no cash on hand and only has fixed assets (e.g. plants and equipment) that are indispensable to his operation. Before the contracting stage that this paper focuses on, the manufacturer audits the supplier’s assets. The collateral value of the assets $a \geq 0$ is then revealed to all parties (including the bank). To avoid trivial cases, we assume that $a$ is no greater than the supplier’s production cost $c$ ($a \leq c$).

Second, the supplier is inherently unreliable and can only deliver the order with a certain probability. The supplier can improve the delivery probability by exerting costly efforts that are not observable to any other parties (e.g. improving or closely monitoring production processes). Without loss of generality, we scale the base delivery probability to 0. To increase the delivery probability from 0 to $e$, where $e \in (0, 1)$, the supplier needs to exert effort that is associated with a disutility (cost of effort) $ke^2$ with $k > 0$. This cost of effort is non-monetary and hence does not enter the supplier’s cash flow.\footnote{This modeling approach is similar to those in many papers in the economics and operations literature (McAfee and McMillan 1986, Porteus 1985). The quadratic function form is a common assumption for tractability (Li 2013) and has no bearing on the qualitative results.} The supplier’s (effort) cost factor $k$ captures the supplier’s operational
efficiency: A supplier with a lower $k$ can achieve the same delivery probability at a lower cost of effort than a supplier with higher $k$. To examine the supplier’s moral hazard in this section, we assume that $k$ is known to all parties. However, in Section 5, we extend this model to the case where the manufacturer and the supplier know the exact value of $k$ while the bank knows only the distribution.

Acting as the Stackelberg leader, the manufacturer sets the contract terms and the supplier, as the follower, decides whether to accept the supply contract. Without loss of generality, we focus on the following contingent contract: The manufacturer pays the supplier the contract price $p$ upon successful delivery and pays zero otherwise.\(^2\)

In the case where the manufacturer does not source from the supplier, or the supplier fails to deliver, the manufacturer sources the product from an alternative, emergency channel at cost $v$, which can also be seen as the manufacturer’s opportunity cost (foregone revenue). Therefore, the manufacturer’s payoff $\Pi_M$ can be measured in terms of the expected cost savings generated from sourcing through the unreliable supplier, where

$$\Pi_M = v - [ep + (1 - e)v] = e(v - p). \quad (1)$$

---

\(^2\)In our model, due to the supplier’s financial constraint, penalizing the supplier upon failed delivery does not further improve the efficiency of the contract. See Proposition B.1 in the Appendix for the technical details.
3.1.2. Modeling POF. As depicted in Figure 1, after receiving a contract with price $p$ that is acceptable to him, the supplier takes the purchase order to the bank and borrows $c$ in the form of a POF loan to start production.\(^3\) By considering the purchase order with contingent payment $p$ and the collateral value of the supplier’s fixed asset $a$, the bank decides whether to lend $c$ to the supplier and, if so, what interest rate $i_B$ to charge.

Under this POF loan contract, if the supplier delivers successfully, he receives payment $p$ from the manufacturer, pays the principal and interest $(1 + i_B)c$ to the bank, and keeps the rest. If delivery is not successful, the supplier receives no payment, the POF loan defaults, the bank liquidates the supplier’s fixed assets and recovers $a$, and the supplier is left with nothing.\(^4\) Therefore, the supplier’s objective is to maximize his expected payoff $\Pi_S$, where

$$\Pi_S = e[p - (1 + i_B)c] - (1 - e)a - ke^2. \quad (2)$$

As shown, $\Pi_S$ consists of three parts: the expected gain upon successful delivery (after paying off the loan plus interest) $e[p - (1 + i_B)c]$, the expected loss of assets to the lender in the event of delivery failure $(1 - e)a$, and the cost of effort $ke^2$. As our model is mainly motivated by made-to-order products, we assume that once the goods are produced, the supplier has to sell them to the manufacturer. Therefore, without loss of generality, we normalize his outside option to 0, i.e. the supplier accepts a contract only when $\Pi_S \geq 0$.

Finally, to focus on the supplier’s performance risk, we assume that the manufacturer has no credit risk and will pay the supplier as long as the order is delivered successfully. The bank is assumed to operate in a competitive lending market, and hence it sets the interest rate so that the lending amount $c$ equals its expected payoff discounted at the bank’s cost of capital, which is normalized to zero.

3.1.3. The first-best benchmark. Before we analyze the Stackelberg game as depicted in Figure 1, we first establish the first-best solution by analyzing a centralized controlled supply chain. Without the need to consider payment to the supplier and deal with financing within a centralized, controlled system, the expected savings associated with sourcing from an internal supplier are equal to $\Pi_C = v - [c + ke^2 + (1 - e)v]$.

**Lemma 1.** In a centralized chain, the manufacturer sources from the supplier if and only if $\frac{v^2}{4k} \geq c$. The resulting delivery probability is $\frac{v}{2k}$, and the corresponding chain payoff is $\frac{v^2}{4k} - c$.

\(^3\) As the cost of effort is non-monetary, the supplier does not need to finance this cost. In addition, we assume that the supplier borrows the whole production cost $c$ through POF for ease of exposition. We can alternatively assume that the supplier borrows two loans: one secured by his fixed asset $a$ and the other $(c - a)$, against the purchase order. All our results remain unchanged.

\(^4\) As shown in Lemma B.1 in the Appendix, under a given $p$, it is in the supplier’s interests to use all of his assets as collateral in order to lower his financing cost.
It follows from Lemma 1 that, in order to avoid trivial cases, we assume that $k > \frac{c}{2}$ and $c < \frac{v^2}{4k}$ throughout this paper. Combining the assumption $c < \frac{v^2}{4k}$ with that about the supplier’s asset level $a \in [0, c]$, we focus in this paper on the case where $(c, a)$ satisfies the following assumption.

**Assumption 1.** The supplier’s cost $c$ and his asset level $a$ satisfy: $0 \leq a \leq c \leq \frac{v^2}{4k}$.

### 3.2. The supplier’s effort under POF

We now solve the Stackelberg game as depicted in Figure 1 by using backward induction. First, given any contingent price $p$ and interest rate $i_B$, by considering the first-order condition of (2), the supplier’s best response is given as:

$$e(p, i_B) = \frac{p - (1 + i_B)c + a}{2k}.$$  \hspace{1cm} (3)

By substituting (3) into the supplier’s payoff $\Pi_S$ given in (2), it is easy to check that:

$$\Pi_S = \frac{(p - (1 + i_B)c + a)^2}{4k} - a.$$  \hspace{1cm} (4)

Hence, the supplier’s participation constraint, i.e., $\Pi_S \geq 0$, can be written as:

$$p \geq (1 + i_B)c + 2\sqrt{ka} - a.$$  \hspace{1cm} (5)

### 3.3. The bank’s interest rate under POF

Observing the contract price $p$ selected by the manufacturer, the bank can anticipate the supplier’s effort $e(p, i_B)$ as given in (3). Operating in a competitive lending market, the bank sets its interest rate $i_B$ to break even in expectation. In other words, under the interest rate $i_B$ that it offers, the bank’s expected payoff, $e[(1 + i_B)c] + (1 - e)a$, equals to the lending amount $(c)$.\(^5\) Substituting $e$ given in (3), the bank’s break-even condition can be satisfied if and only if $p \geq p^{BL} \equiv \sqrt{8k(c - a)}$, which we refer as the bank’s lending (BL) constraint. This condition suggests that in order for the bank to lend under POF, the contingent price $p$ selected by the manufacturer has to be sufficiently high relative to $(c - a)$, the supplier’s net financing need. When the BL constraint is satisfied, the equilibrium interest rate for any given $p$ becomes:

$$i_B(p) = \frac{p - \sqrt{p^2 - 8k(c - a)}}{2c} + \frac{a}{c} - 1.$$  \hspace{1cm} (6)

\(^5\) In the presence of multiple solutions to the equation, competition should push the bank to offer the lowest interest rate.
3.4. The manufacturer’s optimal contract under POF

Substituting the equilibrium interest rate in (6) to the supplier’s best response, (3) becomes:

\[ e(p) = \frac{p + \sqrt{p^2 - 8k(c-a)}}{4k} \]  

(7)

and the supplier’s acceptance (SA) constraint (5) can be rewritten as:

\[ p + \sqrt{p^2 - 8k(c-a)} \geq 4\sqrt{ka}, \]  

(8)

which we refer to as the joint acceptance constraint, as it specifies the condition under which the bank will lend and the supplier will find it profitable to participate.⁶

Anticipating the supplier’s best response given in (7) and the joint acceptance condition (8), the manufacturer’s payoff given in (1) can be re-written as:

\[ \Pi_M = \frac{p + \sqrt{p^2 - 8k(c-a)}}{4k} (v - p) \cdot \mathbb{1}_{\{p + \sqrt{p^2 - 8k(c-a)} \geq 4\sqrt{ka}\}}. \]  

(9)

The manufacturer aims to select the optimal contract price \( p^S \in [0, v] \) that maximizes her payoff given in (9). The optimal contract and corresponding equilibrium outcome can be summarized in Proposition 1 and illustrated in Figure 2.⁷

**Proposition 1.** When \( (c, a) \) satisfy Assumption 1, the optimal sourcing contract \( p^S \) under POF and the corresponding equilibrium outcomes can be described as follows:

1. When \( a \geq \max \left( \frac{a^2}{2k}, \frac{v^2 - \sqrt{v^2 - 4ka}}{2k} \right) \) (Region I in Figure 2), the manufacturer offers \( p^S = \sqrt{\frac{k}{a}}(c + a) \equiv p^{SA} \), the bank lends to the supplier at interest rate \( i_B^S = \left( \sqrt{\frac{k}{a}} - 1 \right) \left( \frac{\beta_a}{\gamma} \right) \), and the equilibrium delivery probability \( e^S = \sqrt{\frac{c}{k}} \). Also, the manufacturer’s and supplier’s payoffs are given as \( \Pi_M^S = v\sqrt{\frac{c}{k}} - c - a \) and \( \Pi_S^S = 0 \), respectively.

2. When \( a \in \left( \frac{a^2}{2k}, \frac{v^2}{2k} \right) \) (Region II in Figure 2), the manufacturer offers \( p^S = \frac{v}{2} + \frac{4k(c-a)}{v} \), the bank lends to the supplier at interest rate \( i_B^S = \left( \frac{4k}{v} - 1 \right) \left( \frac{\beta_a}{\gamma} \right) \), and the equilibrium delivery probability \( e^S = \frac{v}{2k} \). Also, \( \Pi_M^S = \frac{v^2}{2k} - (c - a) \) and \( \Pi_S^S = \frac{a^2}{16k} - a \).

3. When \( a < \min \left( \frac{a^2}{2k}, \frac{v^2 - \sqrt{v^2 - 4ka}}{2k} \right) \) (Region III in Figure 2), the manufacturer does not source from the supplier \( (p^S = 0, i_B^S = \infty, e^S = 0) \), and \( \Pi_M^S = \Pi_S^S = 0 \).

As shown in Proposition 1, when the supplier’s asset value \( a \) is relatively large compared to the loan \( c \) (Region I in Figure 2), the supplier has a stronger incentive to exert more effort to increase

---

⁶As the paper focuses on the domain of real numbers, for (8) to hold, it implicitly requires the bank’s lending constraint, i.e., \( p \geq p^{BL} \) to be satisfied.

⁷To avoid confusion regarding the use of \( * \) for optimal quantities under different scenarios, we use superscript \( S \) to represent the corresponding optimal quantities under POF with symmetric information between the manufacturer and the bank. Similarly, we use superscript \( B \) for optimal quantities under BDF (in Section 4) and superscript \( A \) for POF with asymmetric information (Section 5).
his delivery probability in order to protect his assets. Recognizing this, it is optimal for the manufacturer to set the contract price at \( p^{SA} \), the lowest price that is acceptable to the supplier. As the supplier’s asset value \( a \) decreases, the supplier’s delivery probability in equilibrium also declines. The decline in both \( a \) and the delivery probability leads to a higher interest rate \( i_B \).

Next, consider the case where the supplier’s asset value \( a \) drops below \( \sqrt{\frac{a}{8k}} \) but the net financing need \((c - a) \leq \sqrt{\frac{a}{8k}} \) (Region II). As the supplier’s asset value \( a \) is low, the supplier has little to lose and hence is less incentivized to exert effort to increase delivery probability. Anticipating this, the bank increases the interest rate charged under POF. To offset the increasing financial burden borne by the supplier, the manufacturer offers \( p^S \) such that the supplier’s net margin, \((p^S - (1 + i_B)c)\), remains constant, leading also to a constant delivery probability.

Finally, when the supplier’s net financing need \((c - a) \) is sufficiently large (Region III), it is too costly for the manufacturer to offer a price that is acceptable to herself as well as satisfies (8). To elaborate, consider the case where \( c - a \geq \sqrt{\frac{a}{8k}} \) (the lower part of Region III). By analyzing (8), we note that when \( a < \frac{c}{3} \), (8) holds if and only if \( p \geq p^{BL} \). However, \( c - a \geq \sqrt{\frac{a}{8k}} \), \( p^{BL} \) is greater than \( v \). Clearly, in this region, any contract that induces the bank to lend is not economical for the manufacturer. Similarly, when both \( a \) and \( c - a \) are relatively large (the upper part of Region III), the lowest price acceptable to the supplier, \( p^{SA} \) is greater than \( v \). Hence, sourcing from the reliable supplier is simply unprofitable.

Moreover, it is easy to check from Proposition 1 that both the equilibrium delivery probability \( \epsilon^S \) and the total supply chain payoff \((\Pi^S_M + \Pi^S_S)\) are lower than the corresponding quantities under the first-best benchmark in Lemma 1. It is well known that when the supplier’s asset level is sufficiently high, the manufacturer can design a contract to achieve the first-best benchmark and extract all profit (Laffont and Martimort 2009, §4.2). However, when the supplier is financially constrained, the results stated in Proposition 1 imply that the supplier’s financial constraint reduces the delivery
probability and supply chain profitability. The efficiency loss increases as the supplier becomes more financially constrained.\footnote{According to Proposition 1, the supplier’s payoff decreases in his asset value \( a \), which plays a similar role as a limited liability constraint (Laffont and Martimort 2009, §3.3, Sappington 1983). When the supplier can dispose (part of) his asset prior to contracting, the manufacturer can design proper mechanisms to induce suppliers to maintain and declare his full asset value (Lewis and Sappington 2000).}

Besides the impact of the supplier’s asset value \( a \), the supplier’s effort cost factor \( k \) also directly influences the optimal contract and equilibrium outcomes.

**Corollary 1.** In equilibrium, the manufacturer’s contract price \( p^S \) and the bank’s interest rate \( i^B \) increase in the supplier’s cost factor \( k \). However, the equilibrium delivery probability \( e^S \), manufacturer’s payoff \( \Pi^S_M \), and supplier’s payoff \( \Pi^S_S \) decrease in \( k \).

As shown in Corollary 1, as the supplier becomes less efficient (i.e. a higher cost factor \( k \)), the manufacturer needs to offer a higher contract price \( p^S \) to compensate for the higher interest rate \( i^B \) charged by the bank. Nevertheless, the equilibrium delivery probability \( e^S \) is decreasing in \( k \). In other words, when the manufacturer sources from an inefficient supplier, she still faces a higher supply risk despite paying a higher contract price.

4. **Joint Sourcing and Financing under BDF**

As shown in Proposition 1, both the total supply chain payoff and delivery probability are both lower under POF relative to the first-best benchmark. Is such inefficiency caused by the fact that under POF, the sourcing contract and lending terms are determined separately by the manufacturer and the bank? As we know from the trade credit literature, supply chain efficiency can be improved through demand risk sharing when the manufacturer determines both the wholesale price and credit terms (Kouvelis and Zhao 2012, Yang and Birge 2009). Does the same logic apply in our setting with supply risk? In this section, we examine whether BDF, under which the manufacturer controls both the contract price and interest rate, improves supply chain efficiency relative to POF.

Under BDF, the bank does not play a role and the manufacturer determines both the contingent price \( p \) and interest rate \( i_M \) (for lending \( c \) to the supplier). Upon successful delivery, the manufacturer deducts the principal and interest \((1 + i_M)c\) from \( p \) and pays the rest to the supplier. When the supplier fails to deliver, the manufacturer does not pay the supplier and seizes the supplier’s assets \( a \) to partially recover the (defaulted) loan. To compare BDF and POF directly, we assume that the manufacturer’s cost of capital is also zero, the same as the bank’s.

The interaction between the supplier and manufacturer under BDF is analogous to that under POF. First, under given \((p, i_M)\), the supplier’s best response \( e(p, i_M) \) and his acceptance condition are given in (3) and (5), respectively, with \( i_B \) being replaced by \( i_M \). Anticipating this, the manufacturer chooses \( p \) and \( i_M \) jointly to maximize her payoff \( \Pi_M = e(v - p) + [e(1 + i_M)c + (1 - e)a - c] \),
the sum of the expected operational savings and her financing earnings from the BDF loan, subject to (3) and (5), with \( i_B \) being replaced by \( i_M \).

**Proposition 2.** When \((c, a)\) satisfy Assumption 1, the optimal sourcing contract \((p^B, i_M^B)\) under BDF and the corresponding equilibrium outcomes can be described as follows:

1. When \( a > \max \left( \frac{\nu^2}{4k}, \frac{\nu^2 - \nu \sqrt{\nu^2 - 4k c}}{2k} - c \right) \), \((p^B, i_M^B)\) is optimal if and only if \( p^B - (1 + i_M^B)c = 2\sqrt{ka} - a \).

2. When \( a \in \left[ c - \frac{\nu^2}{8k}, \frac{\nu^2 - \nu \sqrt{\nu^2 - 4k c}}{2k} - c \right] \), \((p^B, i_M^B)\) is optimal if and only if \( p^B - (1 + i_M^B)c = \frac{\nu^2}{2} - a \).

3. When \( a < \max \left( c - \frac{\nu^2}{8k}, \frac{\nu^2 - \nu \sqrt{\nu^2 - 4k c}}{2k} - c \right) \), the manufacturer does not source from the supplier.

For all three cases, the equilibrium delivery probability \( e_B \) and the manufacturer’s and supplier’s payoffs \((\Pi_B^M, \Pi_S^B)\) associated with the optimal BDF contract \((p^B, i_M^B)\) are identical to their counterparts under POF as presented in Proposition 1.

Proposition 2 asserts that BDF does not improve supply chain efficiency relative to POF even though the manufacturer has a certain control advantage (his ability to jointly optimize the contingent payment and interest rate). The reason is as follows. In both POF and BDF, the supplier’s incentive to exert effort is determined solely by the difference between his payoff when the order is delivered and that when the order is not delivered, i.e. \([p - (1 + i)c] - (p - a)\), as reflected in (3). Under POF, the contingent nature of the supply contract already equips the manufacturer with a lever to maximize the above difference. Under BDF, while the manufacturer can pull both \( p \) and \( i_M \), the eventual force is still only \([p - (1 + i_M)c]\), rendering the additional lever \( i_M \) redundant in terms of further improving supply chain efficiency. In this sense, this equivalence is consistent with the Irrelevance Theorem in Modigliani and Miller (1958).

While BDF and POF yield the same supply chain efficiency, Proposition 2 reveals that BDF offers the manufacturer more flexibility in setting the contract price and interest rates jointly. Specifically, \( p^B \) and \( i_M^B \) can induce optimal performance as long as \( p^B - (1 + i_M^B)c \) stays constant. This flexibility is consistent with anecdotal evidence that some manufacturers offer low interest rates in some BDF programs. For example, GSK lends money to its suppliers at the same interest rate that GSK pays the bank (Watkins 2012), while Hanbo finances its suppliers at an interest rate that is effectively lower than the bank rate (Cheng 2015). Such flexibility can also be valuable for the manufacturer as a means of circumventing regulations. For instance, when the supplier’s asset value is low, the interest rate under POF has to be set very high to compensate for the associated risk. However, in certain markets, regulations may cap interest rates at certain levels, rendering POF infeasible. However, under BDF, the manufacturer can facilitate financing by lowering the contract price and interest rate simultaneously. Additionally, our model of POF assumes a perfect competitive lending market. However, in less competitive lending markets, POF can also create
an additional double marginalization, making BDF more attractive. Therefore, we should expect manufacturers to consider financing suppliers directly in emerging economies where the financial market is less open. Finally, taking factors such as costs of capital and the cost associated with loan administration and asset liquidation into consideration, one could argue that the bank will have lower costs due to its economies of scale and domain expertise in the above areas. These factors could potentially make POF more attractive than BDF. This is consistent with anecdotal evidence that only large manufacturers or intermediaries with a large supply base lend directly to their suppliers.

5. The Impact of the Manufacturer’s Private Information on POF

The above analysis reveals that BDF does not enable the manufacturer to obtain extra benefits despite her control advantage. However, in practice, aside from her control advantage, the manufacturer often also has an information advantage over the bank when dealing with suppliers. Indeed, in many instances, the manufacturer has more intimate knowledge of the supplier than the bank because the manufacturer has conducted business with the supplier before and/or has better domain knowledge for evaluating the supplier’s operational efficiency.\(^9\)

In this section and the next, we examine if and when the manufacturer’s information advantage makes BDF the preferred financing scheme. To do so, we extend the base model to the case where the manufacturer knows more than the bank about the supplier’s operational efficiency as captured by his cost factor \(k\). Following the classic approach to modeling information asymmetry in economics (Riley 2001, Spence 2002) and operations management (Cachon and Lariviere 2001), we consider the case where the supplier is one of two possible types: an efficient one (\(\tau = H\)) with cost factor \(k = k_H\) or an inefficient one (\(\tau = L\)) with cost factor \(k_L\), where \(k_L > k_H > 0\). The manufacturer (and the supplier himself) knows the exact cost factor of the particular supplier \((k = k_H \text{ or } k_L)\), while the bank only knows the (prior) probability distribution of the supplier’s type: The supplier is efficient with probability \(\lambda\) and type \(L\) with probability \((1 - \lambda)\). Here, \(\lambda\) can be interpreted as the proportion of suppliers that are efficient in the market. Therefore, intuitively, \(\lambda\) is generally higher in a developed country than an emerging market. To reflect the supplier’s type in the notation, we use subscript \(\tau \in \{H, L\}\) to represent the corresponding quantity under type-\(\tau\) supplier. For example, \(p^S_H\) (or \(p^S_L\)) represents the optimal contract price as characterized in Proposition 1 under \(k = k_H\) (or \(k_L\)).

\(^9\)For example, Li & Fung audits suppliers extensively before conducting business with them. Through such audits, the company acquires in-depth knowledge about the supplier’s operations excellence (facilities, equipment, lean, quality improvement), human capital strengths (employee development and training programs), and compliance with environmental and safety regulations. These factors are often not assessed thoroughly by banks. Another source of information advantage originates from the manufacturer’s better understanding of the operational specifics of a particular purchase order.
Because there is no information asymmetry about the supplier’s exact type $\tau$ between the manufacturer and the supplier (and because the bank is not involved under BDF), the optimal contract and equilibrium outcomes under BDF remain the same as in Proposition 2, with $k$ being replaced by $k_\tau$ (i.e. the cost factor of the exact supplier’s type). Therefore, it suffices to focus our analysis on POF in the presence of information asymmetry between the manufacturer and the bank.

5.1. The signaling game under POF

Following the sequence of events under POF as depicted in Figure 1, we model the interaction between the manufacturer, the bank, and the supplier as a signaling game that can be described as follows. First, as the party with perfect information about the supplier’s exact type, the manufacturer (the sender of the signal) first offers a supply contract with price $p$ (the signal) to the supplier. Second, the supplier takes the contract to obtain POF financing from the bank (the receiver of the signal). Third, upon observing the signal $p$, the bank forms a posterior belief about the supplier’s type using Bayes’ rule and offers financing terms accordingly. We use $\mu$ to denote the posterior probability that the supplier is efficient. In essence, the sequence of events is the same as depicted in Figure 1 with the exception that after observing the signal $p$ selected by the manufacturer, the bank updates its belief about the supplier’s type.

As in the signaling games literature, we adopt the Perfect Bayesian Equilibrium (PBE) as the relevant equilibrium concept. A PBE includes a sequentially rational strategy profile and the bank’s posterior belief. The strategy profile consists of the contingent price ($p_\tau$) offered by the manufacturer to a type-$\tau$ supplier, the interest rate ($i_{B,\tau'}$) offered by the bank under its belief that the supplier is of type $\tau'$, and the supplier’s delivery probability $e_\tau$ selected by a type-$\tau$ supplier in response to $p_\tau$ and $i_{B,\tau'}$.

Focusing only on pure strategy equilibria, only two types of PBE arise from the above signaling game: separating equilibria (the contract price depends on the supplier’s type) and pooling equilibria (the contract price is the same for both types of suppliers). In the remainder of this section, we discuss the underlying logic and existence conditions for both types of equilibria (Section 5.2 for separating equilibria and Section 5.3 for pooling equilibria). In Section 5.4, we establish the stable dominant equilibrium and the corresponding optimal sourcing contract.

Finally, to avoid trivial cases where the manufacturer will not source from any supplier regardless of his type under symmetric information, we confine our analysis in this section and the next to the following range of $(c,a)$.

**Assumption 2.** The supplier’s cost $c$ and his asset value $a$ satisfy:

$$\max\left(0, c - \frac{v^2}{8k_H}, \frac{v^2 - \sqrt{v^4 - 4k_Hc}}{2k_H} - c\right) \leq a \leq c \leq \frac{v^2}{4k_H}. \quad (10)$$

The reader is referred to (Riley 2001, Spence 2002) for details regarding ways to analyze signaling games.
Note that the above condition corresponds to the union of Regions I and II in Figure 2 for the case when \( k = k_H \). According to Proposition 1, Assumption 2 ensures that the manufacturer will at least source from the efficient (\( \tau = H \)) supplier under symmetric information.

### 5.2. Separating equilibria under POF

In the context of a signaling game, the contract prices in a separating equilibrium satisfy two properties. First, the contract price offered by the manufacturer \( p_\tau \) depends on the supplier’s exact type \( \tau = H, L \), so that \( p_H \neq p_L \). Second, the contract price \( p_\tau \) serves as a credible signal to the bank so that, upon observing \( p_\tau \), the bank believes that the supplier’s actual type is \( \tau \). In other words, upon observing \( p_\tau \), \( \tau = H, L \), the bank’s posterior probability that the supplier is efficient (\( \mu = 1 \)) if it observes \( p_H \) and (\( \mu = 0 \)) if it observes \( p_L \).

#### 5.2.1. The supplier’s effort

To establish a separating equilibrium, we first examine the best response \( e_\tau(p, i_{B,\tau'}) \) of a supplier of type \( \tau \) when the manufacturer offers price \( p \) and the bank offers interest rate \( i_{B,\tau'} \) under the belief that the supplier’s type is \( \tau' \), where \( \tau, \tau' \in \{H, L\} \). Because there is no information asymmetry between the manufacturer and the supplier, the supplier’s response to any given price \( p \) and interest rate \( i_{B,\tau'} \) is exactly the same as in Section 3.2. By considering (3) and (5), the corresponding supplier’s best response can be written as:

\[
e_\tau(p, i_{B,\tau'}) = \frac{p - (1 + i_{B,\tau'})c + a}{2k_\tau} \cdot \mathbb{1}_{\{p \geq (1+i_{B,\tau'})c+2\sqrt{ac-a}\}}.
\]

where the supplier’s acceptance constraint (5) is embedded in the indicator function \( \mathbb{1}_x \).

#### 5.2.2. The bank’s interest rate

Anticipating the supplier’s best response \( e_\tau(p, i_{B,\tau'}) \), the bank sets the interest rate \( i_{B,\tau'} \) that is based on its belief of the supplier’s type \( \tau' \). By considering (6) and replacing \( k \) with \( k_{\tau'} \), i.e. the supplier’s cost factor based on the bank’s belief, the bank’s interest rate can be written as:

\[
i_{B,\tau'}(p) = \begin{cases} \frac{p - \sqrt{p^2 - 8k_{\tau'}(c-a)}}{2c} + \frac{a}{c} - 1 & \text{if } p \geq \sqrt{8k_{\tau'}(c-a)}; \\ \infty & \text{otherwise}. \end{cases}
\]

#### 5.2.3. The manufacturer’s problem

Let us define the manufacturer’s payoff function when the supplier’s actual type is \( \tau \in \{H, L\} \), when the bank’s belief about the supplier type is \( \tau' \in \{H, L\} \), and when the manufacturer offers price \( p \). By using (11) and (12) in the same manner as in Section 3.4, we can determine the manufacturer’s payoff akin to (9). Specifically, the manufacturer’s payoff \( \Pi_M(\tau, p, \tau') = e_\tau(p, i_{B,\tau'}(p)) \cdot (v - p) \) can be rewritten as:

\[
\Pi_M(\tau, p, \tau') = \frac{p + \sqrt{p^2 - 8k_{\tau'}(c-a)}}{4k_\tau} (v - p) \cdot \mathbb{1}_{\{p + \sqrt{p^2 - 8k_{\tau'}(c-a)} \geq 2\sqrt{ac-a}\}}.
\]

Similarly to the symmetric information case as stated in (8), the indicator function in (13) captures the condition for the contract price \( p \) to be jointly acceptable to both the supplier and the bank. Note that the manufacturer’s payoff under the symmetric information case, as studied in Proposition 1, is simply \( \Pi_M(\tau, p, \tau) \) with \( k \) being replaced by \( k_\tau \) for \( \tau \in \{H, L\} \) and \( p_\tau^* = \arg \max = \Pi_M(\tau, p, \tau) \).
5.2.4. Separating equilibria

By analyzing the manufacturer’s payoff given in (13), we can characterize the separating equilibria under POF as follows.

**Lemma 2.** A supplier type-specific contract price pair \((p_H, p_L)\) is part of a separating PBE if and only if:

1. the contract price offered to an inefficient supplier (i.e. \(\tau = L\)) is \(p_L\), where \(p_L = p^S_L\), and
2. the contract price offered to an efficient supplier (\(\tau = H\)) is \(p_H\), where \(p_H\) satisfies:

\[
\Pi_M(L, p^S_L, L) \geq \Pi_M(L, p_H, H); \tag{14}
\]
\[
\Pi_M(H, p_H, H) \geq \max_{p \neq p_H} \Pi_M(H, p, L). \tag{15}
\]

Lemma 2 reveals the basic economic rationale for a price pair to be an equilibrium one.\(^{11}\) Consider two scenarios. First, when the manufacturer faces an inefficient supplier (\(\tau = L\)), given \(k_L > k_H\) and (13), we have \(\Pi_M(\tau, p, H) \geq \Pi_M(\tau, p, L)\) for \(\tau \in \{H, L\}\). Hence, under the same price \(p\), regardless of the supplier’s exact type \(\tau\), the manufacturer is always (weakly) better off if the bank believes that the supplier is efficient (\(\tau = H\)). As the bank knows this, the manufacturer has no incentive to go the extra mile to convince the bank that she is facing an inefficient supplier. Therefore, she can simply offer \(p^S_L\), which is optimal under symmetric information. Observing this, the bank already knows that the supplier is inefficient.

On the other hand, when the manufacturer faces an efficient supplier (\(\tau = H\)), to ensure that \(p_H\) is a credible signal, it has to satisfy (14), which guarantees that the manufacturer would be worse off by setting the price at \(p_H\) if the supplier was indeed inefficient (i.e. \(\tau = L\)); otherwise, the manufacturer would have the incentive to deceive the bank by offering \(p_H\) to an inefficient supplier. In addition, the manufacturer must have the incentive to signal that the supplier is efficient. This is ensured by (15), which says that the manufacturer’s payoff under \(p_H\) (and the bank’s belief that the supplier is efficient) must be greater than her payoff under any other price and the bank’s belief that the supplier is inefficient (\(\tau' = L\)).

5.3. Pooling equilibria under POF

In a pooling equilibrium, the manufacturer offers the same price \(p_W\) to the supplier, regardless of his actual type (\(\tau \in \{H, L\}\)).\(^{12}\) Finding the price \(p_W\) uninformative, the bank’s posterior belief is the same as its prior one, i.e. \(\mu = \lambda\), and it offers interest rate \(i_{B,W}\) accordingly.

\(^{11}\) Lemma 2 gives the most general conditions for a price pair to be part of a separating PBE (i.e., under any off-equilibrium belief). Later, as we show in Proposition 3, most, if not all, of the separating equilibrium can be eliminated when imposing common refinements (i.e., Parato dominance and Intuitive Criterion). The relationship between Lemma 3 and Proposition 3 is similar.

\(^{12}\) The subscript \(W\) represents “weighted.” With slight abuse of notation, in the rest of this section, we use \(\tau = W\) to represent the corresponding quantities when the bank’s posterior belief is the same as its prior so that \(\mu = \lambda\).
For any given price $p_W$ and interest rate $i_{B,W}$, a type-$\tau$ supplier’s best response $e_\tau$ is given in (11) with $p$ being replaced by $p_W$ and $i_{B,\tau'}$ by $i_{B,W}$. With the belief that the supplier’s cost factor is $k_H$ with probability $\lambda$ and $k_L$ with probability $1 - \lambda$, it can be shown that the bank sets the interest rate $i_{B,W}$ similarly to in Section 5.2:

$$i_{B,W} = \frac{p_W - \sqrt{p_W^2 - 8k_W(c - a)}}{2c} + \frac{a}{c} - 1,$$

(16)

where $k_W \equiv \left( \frac{1 - \lambda}{k_L} + \frac{\lambda}{k_H} \right)^{-1}$. Here, the term $k_W$ can be interpreted as the cost factor associated with a weighted average supplier. Plugging $p_W$ and $i_{B,W}$ into (11), we can determine the corresponding $e_\tau(p_W, i_{B,W})$. Combining this observation with the fact that the manufacturer’s payoff equals $e_\tau(p_W, i_{B,W}) \cdot (v - p_W)$, we can determine the manufacturer’s payoff under the pooling equilibria (akin to (13) and (9)) as:

$$\Pi_M(\tau, p_W, W) = \frac{p_W + \sqrt{p_W^2 - 8k_W(c - a)}}{4k_\tau} \cdot (v - p_W) \cdot 1_{\{p_W + \sqrt{p_W^2 - 8k_W(c - a)} \geq 4\sqrt{k_\tau a}\}}, \, \tau \in \{H, L\}.$$

(17)

By considering (17), we can establish the following result:

**Lemma 3.** A contract price $p_W$ is part of a pooling PBE if and only if:

$$\Pi_M(\tau, p_W, W) \geq \max_{p \neq p_W} \Pi_M(\tau, p, L), \, \text{for } \tau = H, L.$$  

(18)

Intuitively, as $p_W$ is not informative, $p_W$ forms a pooling PBE as long as the manufacturer is better off by offering $p_W$ under the bank’s belief that $\mu = \lambda$ than offering any other prices under the bank’s belief that the supplier is inefficient.

### 5.4. The sourcing contract under the stable dominant equilibrium

As commonly observed in the signaling game literature, Lemmas 2 and 3 establish multiple separating and pooling PBE. Applying both Pareto dominance and the Intuitive Criterion (Cho and Kreps 1987) for equilibrium refinement, for each $(c, a)$ that satisfies Assumption 2, we identify a unique equilibrium, which we shall refer to as the stable dominant equilibrium, as characterized in the following proposition. Notice that this equilibrium can neither be eliminated by the Intuitive Criterion nor Pareto dominated by other equilibria and is hence the focal equilibrium in the remainder of this paper.\(^{13}\)

**Proposition 3.** For any $(c, a)$ that satisfies Assumption 2, under POF the contract prices under the stable dominant equilibrium are:

\(^{13}\)In our setting, as the bank breaks even in all equilibria and the supplier only passively reacts to the sourcing contract, Equilibrium A Pareto dominates Equilibrium B if and only if the manufacturer’s payoffs when facing the efficient and inefficient suppliers are both higher in Equilibrium A than in Equilibrium B. This is also consistent with the common usage of Pareto dominance in the signaling literature (Bolton and Dewatripont 2005).
1. When \( a \geq \frac{v^2}{16k_L} \) (Region CL in Figure 3), the manufacturer offers the same supply contract as characterized in Proposition 1: \( p_H^A = p_H^S \), and \( p_L^A = p_L^S \).

2. When \( a < \frac{v^2}{16k_L} \) and \( c - a \in \left[ 1 + \frac{\lambda k_L}{(1 - \lambda)k_H} \frac{(v - 4k_La)^2}{8(k_L - k_H)} \right] a \) (Region SA in Figure 3), the manufacturer offers \( p_H^A = p_H^S \), if the supplier is inefficient and \( p_H^A = p_H^{SA} = \epsilon \) if the supplier is efficient, where \( p_H^{SA} = 2\sqrt{k_La} + \frac{5H(c-a)}{k_H} \) and \( \epsilon > 0 \) is sufficiently small.

3. When \( c - a \in \left( 0, 1 + \frac{\lambda k_L}{(1 - \lambda)k_H} \frac{(v - 4k_La)^2}{8(k_L - k_H)} \right) \cup \left( \frac{2k_L}{k_H} a, \frac{v^2}{8k_H} \right) \) (Region P in Figure 3), the manufacturer offers \( p_H^A = p_H^S = p_W = \frac{v}{2} + \frac{4k_W(c-a)}{v} \) to both types of supplier.

4. When \( c - a > \max \left\{ \frac{2k_L}{k_H} a, \frac{v^2}{8k_W} \right\} \) (Region N in Figure 3), the manufacturer does not source from either type of supplier.

Figure 3 depicts the four scenarios as characterized in Proposition 3. First, when the supplier’s asset value \( a \) is relatively high (Region CL in Figure 3), the manufacturer can simply offer the same contract as under symmetric information (Proposition 1) because such contract prices \( (p_H^S, p_L^S) \) can already signal the supplier’s type. To see this, observe from Figure 4(a) that in this region, the price offered to the efficient supplier, \( p_H^S \), is already lower than \( p_H^{SA} \), which, as derived from the indicator function in (13), is the lowest price that an inefficient supplier \( (\tau = L) \) would accept even if the bank mistakenly believed that he was efficient \( (\tau' = H) \). As such, the manufacturer’s payoff under asymmetric information is identical to that under symmetric information. In other words, signaling is costless to the manufacturer.

Second, when the supplier’s asset value \( a \) is slightly below \( \frac{v^2}{16k_L} \) and the net financing need \( (c - a) \) is medium (Region SA), unlike in Region CL, the bank will no longer treat \( p_H^S \) as a credible signal.
that the supplier is efficient. The reason for this is illustrated in Figure 4(b), which shows that in this region, as long as the bank believes that he is efficient, the supplier is willing to accept \( p_{SA} \), i.e. \( p_{SA} > p_{SH} \). Moreover, Figure 4(b) also shows that \( \Pi_M(L, p_{SH}, H) > \Pi_M(L, p_{SA}, L) \). Thus, the incentive compatibility constraint (14) is violated, rendering \((p_{SH}, p_{SA})\) no longer part of a separating PBE.

As such, while it is still cost-efficient for the manufacturer to separate the two types of suppliers, she has to do so by deviating the contract offered to an efficient supplier from \( p_{SH} \), the optimal one under symmetric information. Specifically, the least-costly signal that the manufacturer can send is to offer \( p_{SA} - \epsilon \) to an efficient supplier. Recall that \( p_{SA} - \epsilon \) is the highest price an inefficient supplier will not accept, even if the bank believes that he was efficient. Therefore, in Region SA, the manufacturer signals that the supplier is efficient by making the contract unacceptable to an inefficient one.

\[
\begin{align*}
\Pi_M(L, p_{SH}, H) &> \Pi_M(L, p_{SA}, L) \\
\Pi_M(L, p_{SA}, L) &> \Pi_M(H, p_{SA}, L) \\
\Pi_M(H, p_{SA}, L) &> \Pi_M(H, p_{SA}, H)
\end{align*}
\]

Notes. \( p_{\tau} = \text{arg max}_p \Pi_M(\tau, p, \tau) \) for \( \tau = H, L \). \( p_{SA, \tau, \tau'} = 2\sqrt{k_{\tau}a + k_{\tau'}(c - a)} \) for \( \tau, \tau' = H, L \).

As the supplier’s asset \( a \) drops further while the net financing need \( c - a \) remains not too high (Region P in Figure 3), the stable dominant equilibrium is a pooling one. In equilibrium, the manufacturer simply offers \( p_W \), regardless of the supplier’s type. In response, the bank treats all suppliers as having cost factor \( k_W \) and hence offers a single interest rate according to (16) to all suppliers. Interestingly, the prevalence of the pooling equilibrium lays in the exact mechanism that the manufacturer separates the two types in Region SA, i.e., offering a price that is only acceptable to the efficient supplier. This mechanism, however, is constrained. For example, observe from the indicator function in (13), when \( c \geq \left(1 + \frac{2k_L}{k_H}\right)a \), which separates Region P from SA for larger \( c \), a supplier, regardless of his type, is willing to accept a contract as long as the bank believes that
he is efficient. As such, the manufacturer is unable to offer a contract that is only acceptable to the efficient supplier, rendering separation impossible. When \( c < \left( 1 + \frac{2k_L}{k_H} \right) a \), the situation is less extreme. However, in that part of Region P, the manufacturer needs to deviate the price that she offers to an efficient supplier significantly from the optimal one under symmetric information. As such, pooling is more cost-efficient.

Finally, where \( a \) is small and \((c - a)\) is large (Region N), neither pooling nor separating equilibria exist and hence the manufacturer does not source from the supplier, regardless of his type. To elaborate, when \( c - a > \frac{a^2}{8k_W} \), under the belief that the supplier’s cost factor is the weighted average one, the bank is not willing to lend unless the manufacturer offers a price greater than \( v \), which is clearly not economical. Therefore, no pooling equilibrium exists. On the other hand, separating equilibrium does not exist for the same reason as we explained in Region P when \( c \geq \left( 1 + \frac{2k_L}{k_H} \right) a \).

In summary, due to the three-party supply chain setting and the specific mechanism that the manufacturer relies on for separation, i.e., the supplier’s acceptance constraint, the manufacturer’s information advantage has bifurcating impacts on the performance of POF. On the one hand, when the supplier’s asset level is not too low, signaling the supplier’s cost factor through the sourcing contract is actually costless. However, as the supplier’s asset level drops, signaling the true type of the supplier quickly becomes too costly, leading to two scenarios: First, when \( c - a \) is low, the manufacturer offers the pooling price and the bank treats both types of suppliers as the weighted average; and second, when \( c - a \) is high, no equilibrium exists that allows the manufacturer to source from the efficient supplier, and hence the manufacturer has to give up a valuable sourcing opportunity.

6. The Benefit of BDF under Information Asymmetry

Armed with the stable dominant equilibrium associated with the signaling game under POF as stated in Proposition 3, we now examine the conditions under which BDF is more appealing than POF when the manufacturer has an information advantage over the bank.

Because the bank is not involved under BDF, the information asymmetry between the manufacturer and the bank has no impact on the performance of BDF. In other words, even with information asymmetry, the manufacturer’s and supplier’s payoffs under BDF remain the same as in Proposition 2 (with the exception that \( k \) is replaced with \( k_H \) or \( k_L \)). Because these payoffs under BDF, in both symmetric and asymmetric information cases, are the same as in Proposition 1 under POF for the symmetric information case, the benefit of BDF for the manufacturer (relative to

\[ 14 \text{ The mechanism is similar to what we discussed for Region III in Proposition 1 and Figure 2 under the symmetric information case. There, we show that, when } c \geq 3a, \text{ the supplier accepts any contract as long as the bank is willing to lend. Note that by setting } k_L = k_H, \text{ it degenerates to } c \geq 3a, \text{ connecting the symmetric and asymmetric information cases.} \]
POF) that can be attributed to information asymmetry is captured by the difference in her payoffs between Propositions 1 and 3. Also, we note that the information asymmetry does not adversely influence the performance of POF when the manufacturer faces an inefficient supplier. In other words, when facing an inefficient supplier, the manufacturer’s information advantage does not lead to any additional benefit for her in financing the supplier. Therefore, in the rest of this section, we focus on the scenario in which the manufacturer sources from efficient suppliers. Such a focus is also supported by anecdotal evidence that many manufacturers only offer BDF to suppliers with good track records.

When facing an efficient supplier ($\tau = H$), Proposition 3 reveals that the manufacturer may need to bear certain costs under POF due to information asymmetry. Therefore, the higher the signal cost that the manufacturer has to bear under POF when she has private information, the more appealing BDF will be. According to the optimal contract characterized in Proposition 3, we examine the following three scenarios.

First, when $(c,a)$ lies within Region CL in Figure 3, Proposition 3 asserts that the manufacturer can send a costless and credible signal to the bank under POF so that the manufacturer will obtain the same payoff as if there were no information asymmetry. Consequently, as in the symmetric information case (Sections 3 and 4), the manufacturer still obtains the same payoff under both BDF and POF. In other words, even with an information advantage, BDF does not result in a higher payoff for the manufacturer.

Second, when $(c,a)$ lies within Region N, Proposition 3 implies that the manufacturer should not source from the efficient supplier under POF while she should do so under BDF (as stated in Proposition 2). Hence, under information asymmetry, BDF may be the only financing option when the supplier is poor (low $a$) and the production cost is high.

Third, when $(c,a)$ lies within Regions SA or P, the second and third statements in Proposition 3 suggest that while POF remains a feasible option, the manufacturer needs to bear additional costs, either because it is costly for her to send a credible signal to the bank that the supplier is efficient in the separating equilibrium (Region SA), or she has to compensate the supplier for the higher interest rate charged by the bank as it assumed that the supplier is of average efficiency in the pooling equilibrium (Region P). To quantify the benefit of the manufacturer’s information advantage under BDF (instead of POF) when $(c,a)$ lies within Regions SA or P, we examine the term $\Delta_M = \Pi^B_M - \Pi^A_M$, where $\Pi^B_M$ is the manufacturer’s payoff under BDF as stated in Proposition 2 and $\Pi^A_M$ is the manufacturer’s payoff under POF as stated in Proposition 3.

As established in Corollary B.1 in the Appendix, when facing an inefficient supplier, the manufacturer’s payoff under asymmetric information is identical to that under symmetric information in Regions CL, SA, and N in Proposition 3, and is higher in Region P. In addition, the inefficient supplier’s payoffs under the symmetric information is no greater than that under asymmetric information.
Proposition 4. Consider the case where the manufacturer has an information advantage over the bank. When the supplier’s cost $c$ and asset level $a$ lie within Region $SA$ or Region $P$, BDF is strictly preferable to POF, i.e. $\Delta_M > 0$. In addition, the benefit of BDF relative to POF ($\Delta_M$) increases when the supplier’s asset value $a$ decreases, when the supplier’s cost factor $k_H$ decreases, when the percentage of efficient suppliers in the market $\lambda$ decreases, or when the manufacturer’s outside option $v$ increases.

Combining the results as stated in Proposition 4 (for the case where $(c,a)$ lies within Regions $SA$ or $P$) with the discussion above (for the case where $(c,a)$ falls in Regions $CL$ and $N$), we can examine the conditions under which BDF is preferable as follows. First, BDF is more beneficial to the manufacturer when the supplier’s asset value $a$ is low. Therefore, it is more beneficial for the manufacturer when she focuses her financing capacity on helping her most financially constrained suppliers, as well as offering financing to a supplier when the value of the supplier’s assets shrinks, such as during an economic downturn. This result provides a plausible explanation for the emergence of BDF during financial crises. For example, during the 1997 Asian Financial Crisis, Li & Fung offered direct financing to its cash-strapped suppliers in Indonesia (Tang 2006).

Second, BDF is more appealing to the manufacturer when the efficient supplier’s cost factor $k_H$ is low, i.e. when the supplier is more cost efficient. Therefore, it could be more beneficial to directly lend to efficient suppliers who need help with acquiring new equipment to improve their operational efficiency.

Third, BDF is more valuable for the manufacturer when the market consists of mostly inefficient suppliers (i.e. when $\lambda$ is low). Note that as $\lambda$ decreases, $k_W$ becomes larger, leading to two implications: The manufacturer offers a higher contract price $p^*_W$ (Region $P$) or fails to source from the supplier (Region $N$). As such, BDF is an effective financing scheme for manufacturers who source from developing markets comprised predominantly of inefficient suppliers.

Fourth, the benefit of POF also increases as her outside option $v$ becomes more expensive. When $v$ is larger, we can see from Figure 3 that Regions $SA$, $P$, and $N$ expand. Furthermore, Proposition 3 reveals that under POF, it is more likely that the manufacturer will incur signaling costs or not source from the supplier. As such, BDF becomes more appealing to the manufacturer when the supplier is more specialized and the alternative sourcing option is particularly expensive (i.e. when $v$ is high). Consistent with the anecdotal evidence, manufacturers that work with specialized suppliers, such as Rolls-Royce and GSK, are among the pioneers of directly financing their suppliers.

Finally, while we mainly focus on the benefits of BDF for the manufacturer, owing to her leader position in the supply chain, BDF can also improve profitability for the efficient supplier, as formalized in the following result.
Corollary 2. Consider the case where the manufacturer has an information advantage over the bank. When the supplier’s cost $c$ and asset level $a$ lay within Region $SA$ or Region $N$, an efficient supplier strictly prefers BDF to POF.

Intuitively, in Region $N$, the presence of information asymmetry prohibits the efficient supplier from obtaining a supply contract under POF that he could secure under BDF otherwise. Hence, the efficient supplier would directly benefit from BDF. Next, by comparing the results as stated in Proposition 2 (under BDF) and Proposition 3 (under POF), it can be shown that in Region $SA$, the contract price under POF is lower than that under BDF. This is because the manufacturer must, in order to signal credibly to the bank that the supplier is indeed efficient, offer a lower contract price under POF. As such, the supplier’s payoff is also adversely affected. In summary, the above result suggests that BDF can also benefit the efficient supplier under information asymmetry, achieving a win–win situation for both parties in the supply chain.

7. Conclusion

POF and BDF are both recently emerged schemes aiming to help financially constrained suppliers secure financing for production. Different from more traditional financing channels such as asset-based loans and factoring, which are secured by tangible assets, repayment under both POF and BDF hinges on successful delivery by the supplier. As such, the efficiency of the two schemes depends crucially on the lender’s control over and knowledge of the supplier’s performance risk.

Using a three-party model that captures the interaction between a manufacturer, a supplier, and a bank, we find that without an information advantage, the manufacturer’s control advantage alone does not make BDF a more attractive financing scheme. In other words, when facing supply risk, the additional lever of interest rates does not necessarily further mitigate the supplier’s moral hazard due to the intrinsic contingent nature of a typical sourcing contract.

While the manufacturer’s control advantage does not translate directly into an advantage of BDF, the impact of the manufacturer’s information advantage on the relative benefits of BDF over POF is bifurcating. On the one hand, when the supplier’s asset level is not too low, the manufacturer can signal her private information about the supplier to the bank through the sourcing contract without incurring an additional cost. In this case, POF is as efficient as BDF. However, when the supplier’s asset level is low, signaling private information under POF becomes too costly for the manufacturer, if not impossible. In the case where BDF has an advantage over POF, we also find that this relative advantage increases when the manufacturer’s outside option is expensive, the average efficiency of suppliers is low, or the heterogeneity of suppliers is high.

Our finding reveals that the advantage of BDF is more likely to be related to the manufacturer’s information advantage, which is consistent with anecdotal evidence that BDF is more commonly observed in developing countries or where manufacturers deal with specialized suppliers. By
contrast, in industries where buyers do not necessarily possess more accurate information about suppliers than banks, such as when a retailer orders from a new supplier for the first time, POF remains an attractive financing scheme; this is also consistent with anecdotal evidence (Tice 2010).

As the first attempt at understanding the relative efficiency of POF and BDF, our paper is not without limitations. On the modeling side, extensions such as repeated interaction, multiple suppliers, and endogenous supplier asset level, could be promising directions for future research. In addition, due to data availability, our results are connected only with anecdotal evidence. However, should data become available, empirical research may be conducted to verify the various predictions that the paper generates.
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**Appendix A: Proofs**

*Proof of Lemma 1.* In a centralized chain, the system’s payoff \( \Pi_c = v - [(1 - e)v + c + ke^2] \), which is maximized at \( e = \frac{c}{2v} \). By substituting \( e \) into \( \Pi_c \), it is easy to check that the corresponding optimal payoff...
is equal to \( \frac{s^2}{16} - c \). For the centralized system to be viable, the optimal payoff has to be non-negative, i.e. \( \frac{s^2}{16} \geq c \), as desired. \( \Box \)

**Proof of Proposition 1.** We prove the results by using \( e \) as the decision variable (instead of \( p \)). In preparation, let us transform the constraints in terms of \( e \) (instead of \( p \)). First, by considering (7) and (8), the joint acceptance constraint (8) (or the indicator function as stated in (9)) holds if and only if \( 4ke \geq 4\sqrt{ka} \) or, equivalently, \( e \geq \sqrt{\frac{a}{k}} \).

Second, we can apply (7) to express \( p \) in terms of \( e \) so that \( p = 2ke + \frac{c-a}{e} \). By using this expression of \( p \), it is easy to check that the boundary constraint \( p \leq \bar{v} \) holds if and only if \( e \in \left[ \frac{v}{2e}, \bar{e} \right] \), where \( \bar{e} = \frac{v}{4k} + \frac{\sqrt{a^2 - 4k(c-a)}}{4k} \).

By substituting \( p = 2ke + \frac{c-a}{e} \) into the manufacturer’s payoff (9) along with the transformed constraints in terms of \( e \), the manufacturer’s problem can be rewritten as:

\[
\max_e \Pi_M = e(v - p) = ev - 2ke^2 - (c - a) \quad (19)
\]

\[
s.t. \quad e \geq \sqrt{\frac{a}{k}} \quad (20)
\]

\[
e \in \left[ \frac{v}{2e}, \bar{e} \right] \quad (21)
\]

We now solve this problem by mapping out the optimal solution within different regions of \((c, a)\). In preparation, recall from Assumption 1 that \((c, a)\) lies within the region \(0 \leq a \leq c \leq \frac{s^2}{16} \). Also, combine the boundary constraint and the bank’s lending constraint so that \( v \geq p \geq \sqrt{8k(c-a)} \). Hence, \((c, a)\) must lie within the region that has \( v \geq \sqrt{8k(c-a)} \), or, equivalently, \( a \geq c - \frac{s^2}{8k} \). By considering the intersection of these two regions, we now present the optimal solution \( e^* \) to the manufacturer’s problem as follows.

First, observe that the unconstrained solution to the manufacturer’s problem is given as \( e = \frac{v}{4k} \). Now observe that \( \frac{v}{4k} \in \left( \frac{v}{2e}, \bar{e} \right) \). Therefore, if \( \frac{v}{4k} \geq \sqrt{\frac{a}{k}} \) (or, equivalently, when \( a \leq \frac{s^2}{16} \)), then \( e = \frac{v}{4k} \) satisfies all of the constraints. Thus, it is the optimal solution. By combining the region that has \( a \leq \frac{s^2}{16} \) with the feasible region stated above, we can conclude that \( e = \frac{v}{4k} \) is optimal when \((c, a)\) lies in Region II as stated in Figure 2. Correspondingly, \( \Pi_M = \frac{v^2}{8k} - (c - a) > 0 \) and \( \Pi_S = \frac{v^2}{16k} - a \geq 0 \).

It remains to examine the case where \( \frac{v}{4k} < \sqrt{\frac{a}{k}} \). There are two scenarios to consider:

1. If \( \sqrt{\frac{a}{k}} \leq \bar{e} \) or, equivalently, when \( a \geq \frac{v^2 - \sqrt{v^2 - 4kc}}{2k} \), then the boundary solution \( e = \sqrt{\frac{a}{k}} \) is the optimal solution that satisfies all constraints. By combining the region that has \( a \geq \frac{v^2 - \sqrt{v^2 - 4kc}}{2k} \) with the feasible region stated above, we can conclude that \( e = \sqrt{\frac{a}{k}} \) is the optimal solution when \((c, a)\) lies in Region I as shown in Figure 2. Correspondingly, \( \Pi_M = v\sqrt{\frac{a}{k}} - c - a \geq 0 \) and \( \Pi_S = \frac{v^2}{16k} - a = 0 \).

2. If \( \sqrt{\frac{a}{k}} > \bar{e} \) or, equivalently, when \( a < \frac{v^2 - \sqrt{v^2 - 4kc}}{2k} \), then there is no \( e \) that can satisfy both constraints (i.e. \( e \geq \sqrt{\frac{a}{k}} \) and \( e \leq \bar{e} \)). Thus, the manufacturer does not source from the supplier. By combining the region that has \( a < \frac{v^2 - \sqrt{v^2 - 4kc}}{2k} \) with the constraint \( c - a \leq \frac{s^2}{16} \) stated above, we can conclude that there is no feasible solution \( e \) for the manufacturer’s problem when \( a < \min \left( c - \frac{s^2}{8k}, \frac{v^2 - \sqrt{v^2 - 4kc}}{2k} - c \right) \) (Region III as shown in Figure 2).

Finally, for Regions I and II, \( p \) follows directly from \( p = 2ke + \frac{c-a}{e} \), and (6) \( i_B, \Pi_S \) and \( \Pi_M \) can also be directly derived from \( e \). \( \Box \)
Proof of Corollary 1. This corollary follows directly from Proposition 1. First, it is easy to verify that the desired monotonicity holds for each of the three regions in Proposition 1. For example, when $a > \frac{s^2}{16k}$ and $c < v\sqrt{\frac{k}{v}} - a$ as in Region I, $e^B = \sqrt{\frac{k}{v}}$ and $p^B = 2v\sqrt{ka} + (c - a)\sqrt{\frac{k}{v}}$. Hence, $i_M = \left(\sqrt{\frac{k}{v}} - 1\right)(\frac{a - c}{v})$, $\Pi_M^a = v\sqrt{\frac{k}{v}} - c - a$, and $\Pi_M^c = 0$. Thus, we have $\frac{e^B}{\partial c} > 0$, $\frac{e^B}{\partial k} > 0$, $\frac{e^B}{\partial c} < 0$, $\frac{e^B}{\partial k} < 0$, ad desired.

Proof of Proposition 2. In BDF, the bank is not involved and the manufacturer’s problem can be formulated as: $\max_{p,i_M} \Pi_M = \max_{p,i_M} \{e(v-p) + e(1 + i_M)c + (1 - e)a - c]\}$, subject to the supplier’s participation constraint given in (5); i.e. $p \geq (1 + i_M)c + 2\sqrt{ka} - a$.

We now prove the results by using $e$ as the decision variable (instead of $p$). In preparation, let us transform the constraints in terms of $e$ (instead of $p$). First, by considering the supplier’s best response given in (3) (with $i_B$ being replaced by $i_M$), we can express $p$ as a function of $e$, i.e. $p = 2k \cdot e + (1 + i_M)c - a$. Second, by using this expression of $p$, it is easy to check that the supplier’s participation constraint given in (5) can be rewritten as $e \geq \sqrt{\frac{k}{v}}$. By using this simplified supplier’s participation constraint and by substituting this expression of $p$ into the manufacturer’s payoff, we can transform the above manufacturer’s problem as follows:

$$\max_{e,i_M} \Pi_M = \max_{e,i_M} \{-2ke^2 + ve - (c - a)\}, \text{ subject to } e \geq \sqrt{\frac{a}{k}}. \quad (22)$$

Observe that $i_M$ does not appear in the objective function $\Pi_M$ and the manufacturer can select any interest rate $i_M$ satisfying $p = 2ke + (1 + i_M)c - a$.

By considering the first-order condition along with the constraint $e \geq \sqrt{\frac{k}{v}}$, it is easy to check that the supplier’s optimal effort is $e^B = \max\{\frac{v}{4k}, \sqrt{\frac{k}{v}}\}$. Similarly to the proof for Proposition 1, depending on region that $(c,a)$ lies in, we have the following three scenarios.

1. When $(c,a)$ lies in Region I as depicted in Figure 2 so that $0 \leq a \leq c \leq \frac{s^2}{4k}$ (Assumption 1) and $a > \frac{s^2}{16k}$ and $c < v\sqrt{\frac{k}{v}} - a$, it is easy to check that $\sqrt{\frac{k}{v}} \geq \frac{e}{2k}$ in Region I. Therefore, the optimal $e^* = \sqrt{\frac{k}{v}}$. Correspondingly, $\Pi_M^a = -2k(e^B)^2 + ve^B - (c - a) = v\sqrt{\frac{k}{v}} - c - a$ and $\Pi_M^c = k(e^B)^2 - a = 0$. The manufacturer offers $(p^B, i_M)$ such that $p^B = 2ke^B + (1 + i_M)c - a = 2\sqrt{ak} + (1 + i_M)c - a$.

2. When $(c,a)$ lies in Region II as depicted in Figure 2 so that $0 \leq a \leq c \leq \frac{s^2}{4k}$ (Assumption 1) and $a \in \left[c - \frac{v^2}{8k}, \frac{s^2}{16k}\right)$, it is easy to check that $\sqrt{\frac{k}{v}} < \frac{e}{2k}$ in Region II. Therefore, we have $e^B = \frac{v}{4k}$. Correspondingly, $\Pi_M^a = -2k(e^B)^2 + ve^B - (c - a) = \frac{v^2}{8k} - (c - a)$, $\Pi_M^c = \frac{s^2}{16k} - a$. The manufacturer offers $(p^B, i_M)$ such that $p^B = 2ke^B + (1 + i_M)c - a = \frac{v}{2} + (1 + i_M)c - a$.

3. When $(c,a)$ lies in Region III as depicted in Figure 2, let us first examine the condition under which the manufacturer will source from the supplier, i.e. the condition under which $\Pi_M^c \geq 0$. By using the fact that $\Pi_M^c = -2ke^2 + ve - (c - a)$, we can conclude that $\Pi_M^c \geq 0$ if and only if $e \leq \frac{v}{4k}$. By using the same argument as presented in the proof of Proposition 1, we know that there is no $a$ that can satisfy both constraints (i.e. $e \geq \sqrt{\frac{k}{v}}$ and $c \leq \bar{e}$) within Region III. In other words, when $(a,c)$ lies in Region III, the manufacturer’s payoff is always negative. Consequently, the manufacturer will not source from the supplier. \[\Box\]
Proof of Lemma 2. We first show that any \( (p_H, p_L) \) satisfying the conditions is part of a separating PBE. Based on the definition of a PBE, there is no restriction on the off-equilibrium belief (Fudenberg and Tirole 1991, Mas-Colell et al. 1995). Therefore, we specify the bank’s off-equilibrium belief as follows: For \( p \neq p_H \), the bank believes that the supplier is inefficient, i.e. \( \mu = 0 \).

Under such an off-equilibrium belief, \( p^*_L \) is the rational choice for the manufacturer if the supplier is inefficient as \( p^*_L = \arg \max_p \Pi_M(L, p, L) \) (so that if the bank believes the supplier is inefficient, \( p^*_L \) is the manufacturer’s optimal choice) and \( \Pi_M(L, p^*_L, L) \geq \Pi_M(L, p_H, H) \) (so that the manufacturer has no incentive to misrepresent an inefficient supplier as an efficient one).

Symmetrically, \( p_H \) is also the rational choice for the manufacturer facing an efficient supplier as \( \Pi_M(L, p^*_H, L) \geq \Pi_M(L, p_H, H) \) (so that \( p_H \) serves as a credible signal that the supplier is efficient) and \( \Pi_M(H, p_H, H) \geq \max_{p \neq p_H} \Pi_M(H, p, L) \) (so that it is indeed profitable for the manufacturer to signal that the supplier is efficient instead of being perceived as an inefficient one).

In addition, it is clear that the bank’s belief is consistent with Bayes’ rule. Therefore, \( (p_H, p_L) \) is indeed part of a separating PBE.

Next, we prove that \( (p_H, p_L) \) that does not satisfy the conditions does not correspond to a separating PBE. To prove this, we basically show that \( (p_H, p_L) \) does not correspond to a separating PBE if any one of the three conditions, i.e. \( p_L = p^*_L \), (14), and (15), is violated.

First, assume \( p_L \neq p^*_L \). As \( p^*_L = \arg \max_p \Pi_M(L, p, L) \), and \( \Pi_M(L, p^*_L, H) > \Pi_M(L, p^*_L, L) \), the manufacturer is always better off offering \( p^*_L \) to an inefficient supplier than some other price \( p_L \), regardless whether the bank believes that the supplier is efficient or not. Therefore, offering \( p_L \) other than \( p^*_L \) is not rational for the manufacturer, violating the sequential rationality requirement for a PBE.

Second, assume that (14) does not hold, i.e. \( \Pi_M(L, p_H, H) > \Pi_M(L, p^*_L, L) \). In this case, it is clear that the manufacturer has the incentive to misrepresent an inefficient supplier as an efficient one and, hence, \( p_H \) is not a credible signal that the supplier is efficient.

Third, assume that (15) does not hold, i.e. \( \Pi_M(H, p_H, H) < \max_{p \neq p_H} \Pi_M(H, p, L) \). In this case, it is clear that the manufacturer will be better off offering some other price to the efficient supplier, even if this leads to the bank’s belief that the supplier is inefficient. And as \( \Pi_M(H, p, L) \leq \Pi_M(H, p_H, H) \) for all \( p \), it is also clear that the manufacturer will be better off offering some other price to the efficient supplier, even if this leads to the bank’s belief that the supplier is efficient.

Combining the above three cases, we can see that all three conditions are necessarily for \( (p_H, p_L) \) to correspond to a separating PBE. \( \square \)

Proof of Lemma 3. The proof is similar to that of Lemma 2. We first show that \( p_W \) that satisfies (18) is part of a pooling PBE. To see this, we specify that the bank’s off-equilibrium path belief is that \( \mu = 0 \) for \( p \neq p_W \). Under this belief, it is clear that for both the efficient and inefficient supplier, the manufacturer is better off offering \( p_W \) (under which the bank believes that the supplier is a weighted-average one) than any other price (under which the bank believes that the supplier is inefficient). Therefore, offering \( p_W \) under the above-specified belief is rational for the manufacturer.

Next, we note that \( p_W \) that does not satisfy (18) cannot be part of a pooling PBE, as the manufacturer is better off offering some other price, even if the bank believes that the supplier is inefficient. \( \square \)
Figure 5 Illustration of different cases in proof of Proposition 3.

Notes. Regions CL, SA(i), SA(ii), P(i), P(ii), P(iii), and N correspond to different cases in the proof of Proposition 3 below. The illustration is generated using $k_L = 1.5$ and $\lambda = 0.5$.

Proof of Proposition 3. In our setting, it is clear that (1) the least costly separating PBE (Proposition B.2) Pareto dominates all other separating PBE and (2) the Pareto-dominant pooling equilibrium (Proposition B.3) Pareto dominates all other pooling PBE. Therefore, in this proof, we only need to apply Pareto dominance and the Intuitive Criterion to the least costly separating PBE and the Pareto-dominant pooling PBE. Specifically, we apply the following processes to identify the stable dominant equilibrium for each $(c,a)$ that satisfies Assumption 2.

Step 1: If neither equilibrium (the least costly separating or the Pareto-dominant pooling) exists, no equilibrium exists, i.e. the manufacturer does not source from either type of supplier.

Step 2: If only one equilibrium exists, then this equilibrium is the stable dominant equilibrium.

Step 3: If both equilibria exist, we examine if the pooling equilibrium survives the Intuitive Criterion. Note that it is straightforward that the least costly separating equilibrium always survives the Intuitive Criterion. If the pooling equilibrium can be eliminated by the Intuitive Criterion, then the separating PBE is the stable dominant equilibrium.

Step 4: if the pooling equilibrium survives the Intuitive Criterion, we compare it with the least costly separating equilibrium and see whether one Pareto dominates the other. If the answer is yes, then the Pareto-dominant equilibrium is the stable dominant equilibrium.

Next, we show that applying these steps in our setting allows us to identify (at most) one stable dominant equilibrium. In particular, we consider the four cases: Case CL, Case SA (with two sub-cases), Case P (with three sub-cases), and Case N. The $(c,a)$ region that corresponds to each sub-cases is illustrated in Figure 5.

Case CL: $a \geq \frac{v^2}{16k_L}$ (Region CL in Figure 3). According to Proposition B.2 (Statement 1), in this region, $p_H^A = p_H^S$ and $p_L^A = p_L^S$, and hence, separating is costless. Therefore, it is clear that the least costly separating equilibrium survives the Intuitive Criterion and, hence, is the stable dominant equilibrium.

Case SA: $a < \frac{v^2}{16k_L}$ and $c - a \in \left[1 + \frac{5k_L}{(1-\lambda)k_H}, \frac{(v-4\sqrt{k_Lk_H})^2}{8(k_L-k_H)} \cdot \frac{2k_La}{k_H} \right]$ (Region SA in Figure 3). For $(c,a)$ within this region, consider two further scenarios.

Proof of Proposition 3.
In other words, upon observing where \( \delta \) Criterion eliminates the pooling equilibrium. One should assume zero probability for the inefficient type when observing the off-equilibrium signal. The signal type-

- rating equilibrium, this region corresponds to Statement 2 in Proposition B.2. Therefore, the manufacturer’s payoff when facing an efficient supplier is \( \Pi_M(\tau, p^*_W, W) = \frac{\sigma^2}{8k_H} - \frac{k_H(c-a)}{k_H} \) for \( \tau = L, H \). Next, we show that the above pooling equilibrium can be eliminated by the Intuitive Criterion.

Intuitively speaking, the Intuitive Criterion eliminates those PBEs that are built only on “unreasonable” off-equilibrium beliefs. In our setting, to eliminate the above pooling equilibrium, consider the off-equilibrium signal \( p^A_{L,H} - \epsilon \). It is easy to verify that \( \Pi_M(H, p^*_W, W) < \Pi_M(H, p^A_{L,H} - \epsilon, H) \); therefore, for a manufacturer facing an efficient supplier, the signal \( p^A_{L,H} - \epsilon \) is not equilibrium dominated by \( p^*_W \). On the other hand, note that \( \Pi_M(L, p^*_W, W) > \Pi_M(L, p^A_{L,H} - \epsilon, H) = 0 \), and hence, for a manufacturer facing an inefficient supplier, the signal \( p^A_{L,H} - \epsilon \) is equilibrium dominated by \( p^*_W \). Let us now apply the Intuitive Criterion, under which one should assume zero probability for the inefficient type when observing the off-equilibrium signal \( p^A_{L,H} - \epsilon \). In other words, upon observing \( p^A_{L,H} - \epsilon \), the bank’s posterior belief should be \( \mu = 1 \). Under this belief, the manufacturer facing an efficient supplier has the incentive to deviate from \( p^*_W \) to \( p^A_{L,H} - \epsilon \). Thus, the Intuitive Criterion eliminates the pooling equilibrium.

Case SA(i): \( c - a \leq \frac{s^2}{8k_W} \). According to Proposition B.2 (Statement 2), in the separating equilibrium the manufacturer’s payoff when facing an efficient supplier is \( \Pi_M(H, p^A_{L,H} - \epsilon, H) = \frac{s^2}{8k_H} - \frac{2k_H}{k_H} - 1 \) \( a - c - \delta(\epsilon) \), where \( \delta(\epsilon) \) is arbitrarily small for arbitrarily small \( \epsilon \). Her payoff facing an inefficient supplier is \( \Pi_M(L, p^*_L, L) = \frac{s^2}{8k_L} - (c-a) \). On the other hand, according to Proposition B.3 (Statement 1), in the pooling equilibrium the manufacturer’s payoff when facing a type-\( \tau \) supplier is \( \Pi_M(\tau, p^*_W, W) = \frac{s^2}{8k^*_\tau} - \frac{2k_H(c-a)}{k^*_\tau} \) for \( \tau = L, H \). Therefore, the Intuitive Criterion cannot put any restriction on the off-equilibrium belief at \( p \).

Case SA(ii): \( c - a > \frac{s^2}{8k_W} \). According to Proposition B.3 (Statement 2), no pooling equilibrium exists. Therefore, the least costly separating equilibrium is the stable dominant one.

Combining Case SA(i) and SA(ii), in Region SA of Figure 3 the least costly separating equilibrium is the stable dominant one.

Case P: \( c - a \in \left( 0, \frac{L_H}{1+\lambda_H} \right) \left( \frac{s^2}{8(k_H-k_H)} \right)^2 \cup \left( \frac{2k_H}{k_H}, \frac{s^2}{8k_W} \right) \) (Region P in Figure 3). For \( (c, a) \) within the above region, we consider three further scenarios.

Case P(i): \( c - a \in \left( \frac{(s^2\sqrt{k_H}a^2)}{8(k_H-k_H)}, \frac{2k_H}{k_H} \right) \). For the pooling equilibrium, the manufacturer’s payoff facing a type-\( \tau \) supplier is \( \Pi_M(\tau, p^*_W, W) = \frac{s^2}{8k^*_\tau} - \frac{2k_H(c-a)}{k^*_\tau} \) for \( \tau = L, H \), the same as in Case SA(i) above. For the separating equilibrium, this region corresponds to Statement 2 in Proposition B.2. Therefore, the manufacturer’s payoff when facing the efficient supplier is \( \Pi_M(H, p^A_{L,H} - \epsilon, H) = \frac{s^2}{8k_H} - \frac{2k_H}{k_H} - 1 \) \( a - c - \delta(\epsilon) \), which is also the same as in Case SA(i) above.

Next, we apply the Intuitive Criterion to the pooling equilibrium as in Case SA(i). Differently from in Case SA(i), we cannot find any off-equilibrium signal \( p \) that allows us to put restrictions on the off-equilibrium belief, which are necessary to eliminate the pooling equilibrium. To see this, consider the following two scenarios.

1. If the off-equilibrium signal \( p \) is not acceptable to the inefficient supplier, even if the bank believes that the supplier is efficient, i.e. \( p \) satisfies \( p + \sqrt{p^2 - 8k_H(c-a)} < 4\sqrt{k_L}a \) (from the indicator function within equation 13 under \( \tau = L \) and \( \tau' = H \)), it is easy to verify that we have \( \Pi_M(H, p, H) \leq \Pi_M(H, p^A_{L,H} - \epsilon, H) < \Pi_M(\tau, p^*_W, W) \). Therefore, the above signal \( p \) is equilibrium dominated by \( p^*_W \) under the pooling belief for both \( \tau = H \) and \( \tau = L \). Hence, the Intuitive Criterion cannot put any restriction on the off-equilibrium belief at \( p \).
2. If the off-equilibrium signal \( p \) is acceptable to the inefficient supplier when the bank believes that the supplier is efficient, i.e., for \( p \) that satisfy \( p + \sqrt{p^2 - 8k_H(c-a)} \geq 4\sqrt{k_Lu} \), we can show that \( \Pi_M(H, p, H) \geq \Pi_M(H, p, W) \) and \( \Pi_M(L, p, H) \geq \Pi_M(L, p, W) \) are equivalent. Therefore, the signal \( p \) is either equilibrium dominated under both \( \tau = H \) and \( \tau = L \) or under neither \( \tau = H \) nor \( \tau = L \) and, hence, the Intuitive Criterion cannot put any restriction on the off-equilibrium belief at such \( p \) either.

Combining the above two cases, we can conclude that the pooling equilibrium survives the Intuitive Criterion.

Finally, we apply our Step 4 to identify whether one equilibrium Pareto dominates the other. Note that in this region, \( \Pi_M(H, p^*_L, H - \epsilon, H) < \Pi_M(H, p^*_W, W) \). Similarly, we can show that when facing an inefficient supplier, the manufacturer’s payoff in the separating equilibrium, \( \Pi_M(L, p^*_L, L) \), is strictly lower than her payoff in the pooling equilibrium, \( \Pi_M(H, p^*_W, W) \). Therefore, the pooling equilibrium Pareto dominates the separating one and, hence, is the stable dominant equilibrium.

**Case P(ii):** \( c - a \in \left[ \frac{\pi}{\sqrt{8k_L}}, \frac{\pi^2}{8k_W} \right] \). For the pooling equilibrium, the manufacturer’s payoff is the same as in Case P(i) above. For the separating equilibrium, this region corresponds to Region 3 in Proposition B.2, and hence, the manufacturer’s payoff facing an efficient supplier is \( \Pi_M(H, p^{pH}, H) = \frac{c^2}{8k_H} - \frac{k_H}{k_H}(c-a) \). It is easy to see that \( \Pi_M(H, p^{pH}, H) < \Pi_M(H, p^*_W, W) \). Similarly, we can show that the manufacturer’s payoff facing an inefficient supplier, \( \Pi_M(L, p^*_L, L) \), is also less than \( \Pi_M(L, p^*_W, W) \). Therefore, the pooling equilibrium Pareto dominates the separating one. Following the same argument as in Case P(i) above, we can show that the pooling PBE survives the Intuitive Criterion and, hence, is the stable dominant equilibrium.

**Proof of Proposition 4.** Note that for \( a < \frac{\pi^2}{12k_L} \), under BDF, the manufacturer’s payoff facing an efficient supplier is \( \Pi^*_M = \frac{\pi^2}{8k_W} - (c-a) \).

In Region SA of Proposition 3, \( \Pi_M(H, p^*_L, H) = \frac{v^2}{k_H} - \frac{2k_H}{k_H}a - (c-a) \). Therefore, \( \Delta_M = \frac{(v-4\sqrt{k_L})^2}{8k_H} < 0 \). Taking partial derivatives of \( \Delta_M \) with respect to \( a, v, \lambda \), and \( k_H \), we have \( \frac{\partial \Delta_M}{\partial a} = -\frac{(v-4\sqrt{k_L})^2}{2k_H} < 0 \), \( \frac{\partial \Delta_M}{\partial v} = 0, \) \( \frac{\partial \Delta_M}{\partial \lambda} = 0, \) and \( \frac{\partial \Delta_M}{\partial k_H} = -\frac{(v-4\sqrt{k_L})^2}{8k_H} < 0 \).

In Region P, \( \Pi_M(H, p^*_W, W) = \frac{v^2}{8k_H} - \frac{k_H}{k_H}(c-a), \Delta_M = \left( \frac{k_H}{k_H} - 1 \right)(c-a) = \frac{(v-4\sqrt{k_L})^2}{2k_H} < 0 \). Therefore, \( \frac{\partial \Delta_M}{\partial a} = \frac{(v-4\sqrt{k_L})^2}{8k_H} < 0 \), \( \frac{\partial \Delta_M}{\partial v} = 0, \frac{\partial \Delta_M}{\partial \lambda} = -\frac{k_H}{k_H}(c-a) < 0, \) and \( \frac{\partial \Delta_M}{\partial k_H} = \frac{(v-4\sqrt{k_L})^2}{8k_H} < 0 \).

**Proof of Corollary 2.** In Region N, \( \Pi_S \) is strictly positive under Propositions 1 and 2. However, with information asymmetry, the manufacturer does not source from the efficient supplier, leading to \( \Pi_S = 0 \). In Region SA, it is also easy to check that \( \Pi_S \) under Propositions 1 and 2 is strictly greater than \( \Pi_S \) under the contract in Proposition 3, as desired.
Appendix B: Technical Results and Proofs

B.1. Technical results

This section includes the technical results that are needed for the proofs of the results and statements in the main body of the paper as well as short explanations of some of them.

Lemma B.1 Under a given contract price \( p \), it is optimal for the supplier to pledge his entire asset \( a \) as collateral for the POF loan.

This lemma shows that when the supplier takes a purchase order with contract price \( p \) to the bank for a POF loan, even if he has the option to pledge only part of his assets as collateral, it is in his best interest to pledge all of his assets. Intuitively, this is because that a smaller collateral lowers the supplier’s incentive to exert effort. Anticipating that, the bank charges a higher interest rate on the loan, which eventually hurts the supplier.

Proposition B.1 Assume that under POF the manufacturer has the freedom to offer the following contract to the supplier: Upon successful delivery, she pays the supplier payment \( p > 0 \); if the supplier fails to deliver, she imposes a penalty \( p_n \geq 0 \) on the supplier. Under the optimal contract in such a form, the manufacturer’s and supplier’s payoffs and the equilibrium delivery probability are the same as under the optimal contract in Proposition 1.

This result supports the statement that it is sufficient to consider the contract form we focus on in the paper – the supplier receives \( p \) upon successful delivery and 0 otherwise. As shown in the Proposition B.1, charging the supplier a penalty for a failed delivery does not improve contract performance (either profitability or delivery probability).

Proposition B.2 For \( (c,a) \) that satisfies Assumption 2 in the least costly separating equilibrium, the manufacturer offers \( p^*_H \) to the inefficient supplier. The manufacturer’s payoff is the same as in Proposition 1 with \( k = k_L \).

The contract price \( p^*_H \) she offers the efficient supplier (\( \tau = H \)) is as follows:

1. For \( a \geq \frac{v^2}{16k_L} \), \( p_H^A = p_H^S \).
2. For \( a < \frac{v^2}{16k_L} \) and \( c - a \in \left( \frac{(v-4\sqrt{k_La})^2}{8(k_L-k_H)}, \frac{2k_La}{k_H} \right) \), \( p_H^A = p_H^{S.A} - \epsilon = 2\sqrt{k_La} + \frac{2k_H(c-a)}{\sqrt{k_La}} - \epsilon \), where \( \epsilon > 0 \) is sufficiently small.
3. For \( c - a \in \left[ 0, \min \left\{ \frac{v^2}{8k_L}, \frac{(v-4\sqrt{k_La})^2}{8(k_L-k_H)} \right\} \right] \cup \left[ \frac{2k_La}{k_H}, \frac{v^2}{8k_L} \right] \), \( p_H^A = p_H^{MT} \equiv \frac{v}{2} + \sqrt{2(k_L-k_H)(c-a)} + \frac{4k_H(c-a)}{v+2\sqrt{2(k_L-k_H)(c-a)}} \).
4. For \( c - a > \max \left\{ \frac{v^2}{8k_L}, \frac{2k_La}{k_H} \right\} \), no separating equilibrium exists.

Proposition B.3 For \( (c,a) \) that satisfies Assumption 2 and \( a < \frac{v^2}{16k_L} \) in the Pareto-dominant pooling equilibrium,

1. when \( c - a \leq \frac{v^2}{8k_W} \), the manufacturer sets \( p_W^* = \frac{v}{2} + \frac{4k_W(c-a)}{v} \) for both types of supplier;
2. when \( c - a > \frac{v^2}{8k_W} \), the manufacturer does not source from any supplier.
Corollary B.1 When the supplier is inefficient, the manufacturer’s payoff under POF with symmetric information (Proposition 1 with \( k = k_L \)) are identical to that under asymmetric information in Region CL, SA, and N in Proposition 3, and her payoff under symmetric information is lower than that under information asymmetric in Region P in Proposition 3.

In addition, the inefficient supplier’s payoff under POF with symmetric information (Proposition 1 with \( k = k_L \)) is identical to that under POF with asymmetric information in all regions under Assumption 2, except for in Region P where \( c - a > \frac{v^2}{8k} \). In Region P where \( c - a > \frac{v^2}{8k} \), the supplier’s payoff under asymmetric information is higher than that under symmetric information.

B.2. Proofs of technical results

Proof of Lemma B.1. Assume the supplier chooses to put part of asset \( a_C \in [0, a] \) as collateral. Similar to the analysis in Section 3, the supplier’s payoff is (2), with \( a \) replaced by \( a_C \). Taking the first order condition, the supplier’s optimal effort level follows (3), with \( a \) replaced by \( a_C \). Anticipating this, the bank sets its interest rate \( i_B \) according to (6), also with \( a \) replaced by \( a_C \). Substituting \( e \) and \( i_B \) into (2), we have:

\[
\Pi_S = \frac{(p + \sqrt{p^2 - 8k(c - a_C)})^2}{16k} - a_C
\]

(23)

Taking derivative of \( \Pi_S \) with respect to \( a_C \), we have:

\[
\frac{\partial \Pi_S}{\partial a_C} = -\frac{1}{4} + \frac{p}{4\sqrt{p^2 - 8k(c - a_C)}} > 0.
\]

(24)

That is, the supplier’s payoff increases in the amount of collateral that he pledges. Therefore, he should set \( a_C \) at the maximal level, i.e., \( a_C = a \). □

Proof of Proposition B.1. First, from the supplier’s perspective, due to limited liability, even with a penalty, the supplier effectively still his asset \( a \) if he fails to deliver. Therefore, his acceptance constraint \( \Pi_S \geq 0 \), or equivalently, \( ke^2 - a \geq 0 \), remains the same as \( e \geq \sqrt{\frac{c}{k}} \). By noting that the manufacturer has the right to claim the penalty \( p_n \) (against the supplier’s asset value \( a \)) from the bank upon failed delivery, the effective value of the supplier’s asset is now \( (a - p_n) \). Therefore, from the bank’s perspective, its break-even constraint becomes \( e(1 + i_B)c + (1 - e)(a - p_n) = c \).

Next, by considering (7) and the penalty \( p_n \), we can express \( p_n \) in terms of \( e \) so that \( p = 2ke + \frac{c - a}{e}(1 - e)p_n \). Substituting this into the manufacturer’s payoff \( \Pi_M = e(v - p) + (1 - e)p_n \), we have \( \Pi_M = ev - 2ke^2 - (c - a) \), which is identical to that without penalty \( p_n \), and \( p_n \) does not appear in the equation. In other words, the effect of \( p_n \) is completely internalized by the increase in \( i_B \).

Maximizing the above \( \Pi_M \) subject to the supplier’s participation constraint \( e \geq \sqrt{\frac{c}{k}} \). The optimal \( e \) should be \( e = \max \left( \frac{\sqrt{c}}{2k}, \sqrt{\frac{c}{k}} \right) \). Similarly to the proof in Proposition B.1, we consider two cases:

1. for \( a \geq \frac{v^2}{16k} \), \( e = \sqrt{\frac{c}{k}} \), \( \Pi_M = v\sqrt{\frac{c}{k}} - c - a \). Clearly, \( \Pi_M \geq 0 \) if and only if \( e \geq \sqrt{\frac{c}{k}} - c - a \) or, equivalently, \( a \leq \frac{c + e\sqrt{\frac{c^2}{4} - 4ke}}{2k} - c \), which is the same as in Statement 1 in Proposition 1 (Region I in Figure 2).

2. For \( a < \frac{v^2}{16k} \), \( e = \frac{\sqrt{c}}{2k} \), and \( \Pi_M = \frac{v^2}{8k} - (c - a) \). Note that \( \Pi_M \geq 0 \) if and only if \( a \geq e - \frac{v^2}{8k} \), which is the same as in Statement 2 in Proposition 1 (Region II in Figure 2).
Combining the two regions above where \( \Pi_M < 0 \), we can see that for \( a < \max \left( c - \frac{v^2}{8k} - \frac{v^2 + v^2 - \sqrt{v^2 - 4kc}}{2k} - c \right) \), the manufacturer does not source from the supplier, which is the same as in Statement 3 in Proposition 1 (Region III in Figure 2). Combining these three conditions, we can see that the manufacturer’s payoff under the optimal contract with penalty is no greater than that under Proposition 1.

Finally, note that in the above proof, we ignore the bank lending constraint, as the goal of this proof is that adding a penalty into the contract does not improve the manufacturer’s payoff, which we have already shown for the relaxed problem above. Therefore, we do not need to consider the constraint. □

Proof of Proposition B.2. First, consider the scenario where \( a \geq \frac{v^2}{16k_L} \). Note that according to Proposition 1, the optimal price offered to the efficient supplier is \( p_H^c = \sqrt{\frac{v^2}{a} (c + a)} \) for \( a \geq \frac{v^2}{16k_H} \) (Statement 1 of Proposition 1), and \( p_H^A = \frac{v}{2} + \frac{4k_H(c-a)}{v} \) for \( a \in \left[ \frac{v^2}{16k_L}, \frac{v^2}{16k_H} \right] \) (Statement 2 of Proposition 1). It is easy to verify that \( (p_L^c, p_H^c) \) satisfies conditions (14) and (15) in Lemma 2. Therefore, \( p_H = p_H^c \) corresponds to the separating PBE. In addition, as the manufacturer’s payoff under \( p_H^c \) is the same as the symmetric information case, separating is costless, and therefore, it corresponds to the least costly separating equilibrium.

Next, consider the case where \( a < \frac{v^2}{16k_L} \). First, observe that, as above, \( p_H = p_H^c \) does not satisfy (14), i.e. at \( p_H^c \), the manufacturer has the incentive to misrepresent an inefficient supplier as an efficient one. Therefore, \( p_H \) must deviate from \( p_H^c \) for a separating equilibrium to exist. We consider two further scenarios: First, \( p_H \) that is not acceptable to an inefficient supplier even when the bank (mistakenly) believes he is efficient, and second, \( p_H \) that is acceptable to an inefficient supplier when the bank (mistakenly) believes he is efficient.

Case 1: When \( p_H \) is not acceptable to an inefficient supplier even when the bank (mistakenly) believes he is efficient. Intuitively, if such a \( p_H \) is acceptable to an efficient supplier, it serves as a credible signal as the bank knows that such a price is not acceptable to an inefficient supplier under any belief. This intuition is illustrated in Figure 4. By examining (13), we can see that such \( p_H \) only exists for \( a > c \left(1 + \frac{2k}{k_H} \right)^{-1} \). To see this, substitute \( \tau = L \) and \( \tau' = H \) into the indicator function in (13),

\[
p + \sqrt{p^2 - 8k_H(c-a)} \geq 4\sqrt{k_L a}, \quad (25)
\]

which is equivalent to \( p \geq \sqrt{8k_H(c-a)} \) for \( a < c \left(1 + \frac{2k}{k_H} \right)^{-1} \) and \( p \geq p_L^A \) for \( a \geq c \left(1 + \frac{2k}{k_H} \right)^{-1} \). Similarly, substituting \( \tau = H \) and \( \tau' = H \) into the indicator function in (13), the equation is equivalent to \( p \geq \sqrt{8k_H(c-a)} \) for \( a < \frac{v}{2} \). Combining the two cases, we note that for \( a < c \left(1 + \frac{2k}{k_H} \right)^{-1} \), the lowest price acceptable to both the inefficient and efficient suppliers is the same, which is \( \sqrt{8k_H(c-a)} \). In other words, there exists no price that is only acceptable to the efficient supplier.

For \( a \geq c \left(1 + \frac{2k}{k_H} \right)^{-1} \), we can verify that among all \( p_H \) that is only acceptable to the efficient supplier and satisfies (14), \( p_H = p_L^A - \epsilon \) achieves the highest payoff for the manufacturer facing an efficient supplier.

In addition, we need to characterize the condition under which \( p_H = p_L^A - \epsilon \) to satisfy (15), i.e.

\[
\Pi_M(H, p_H, H) \geq \max_{p \neq p_H} \Pi_M(H, p, L) \quad \text{To do that, note that}
\]

\[
\max_{p \neq p_H} \Pi_M(H, p, L) = \frac{k_L}{k_H} \Pi_M(H, p_L, L) = \frac{p + \sqrt{p^2 - 8k_H(c-a)}}{4k_H} (v - p) = \frac{v^2}{8k_H} - \frac{k_L}{k_H} (c-a), \quad (26)
\]
and as $p_H = p_{L,H}^A = 2\sqrt{k_L H} + \frac{k_H(c-a)}{\sqrt{k_L a}}$, $\Pi_M(H,p_H,H) = \frac{\sqrt{k_L a}}{k_H} \left( v - 2\sqrt{k_L a} - \frac{k_H(c-a)}{\sqrt{k_L a}} \right) = v \frac{\sqrt{k_L a}}{k_H} - 2\frac{k_L a}{k_H} - (c-a).$ (27)

Therefore, $\Pi_M(H,p_H,H) \geq \max_{p \neq p_H} \Pi_M(H,p,L)$ if and only if:

$$v \frac{\sqrt{k_L a}}{k_H} - 2\frac{k_L a}{k_H} - (c-a) \geq \frac{v^2}{8k_H} - \frac{k_L}{k_H}(c-a),$$

or equivalently,

$$c-a \leq \frac{(v - 4\sqrt{k_L a})^2}{8(k_L - k_H)}.$$ (29)

Combining the above conditions, we can see that among all of the $p_H$ that fall in Case 1, $p_H = p_{L,H}^A - \epsilon$ is the only candidate for the least costly separating equilibrium, and it is a candidate if and only if $c-a \in \left( \frac{(v - 4\sqrt{k_L a})^2}{8(k_L - k_H)} - 2\frac{k_L a}{k_H} \right)$.

**Case 2:** When $p_H$ is acceptable to an inefficient supplier when the bank (mistakenly) believes he is efficient. When $p_H$ is acceptable to both types of suppliers, for both (14) and (15) to be satisfied, we consider the following two scenarios.

First, when $c-a \leq \frac{v^2}{8k_L}$ (it is profitable to source from the inefficient supplier under symmetric information), substitute the corresponding $\tau$ and $\tau'$ into (14) and (15), $p_H$ must satisfy:

$$p_H + \sqrt{p_H^2 - 8k_H(c-a)} \frac{(v - p_H)}{4k_L} \leq \frac{v^2}{8k_L} - c - a,$$ (30)

$$p_H + \sqrt{p_H^2 - 8k_H(c-a)} \frac{(v - p_H)}{4k_H} \geq \frac{k_L}{k_H} \left( \frac{v^2}{8k_L} - c - a \right),$$ (31)

where for both conditions to hold, we must have

$$p_H + \sqrt{p_H^2 - 8k_H(c-a)} \frac{(v - p_H)}{4k_L} = \frac{v^2}{8k_L} - c - a,$$ (32)

or equivalently,

$$p_H = \frac{v}{2} + 2\sqrt{2(k_L - k_H)(c-a)} + \frac{4k_H(c-a)}{v + 2\sqrt{2((k_L - k_H)(c-a))}} \equiv p_H^{\text{MM}},$$ (33)

as stated in the Proposition.

Second, for $c-a > \frac{v^2}{8k_L}$ (it is not profitable to source from the inefficient supplier under symmetric information), as $\Pi_M(L,p_L^S,L) = 0$, such a separating equilibrium does not exist.

Consolidating the above conditions, we can see that among all of the $p_H$ that falls in Case 2, $p_H = p_H^{\text{MM}}$ is the only candidate for the least costly separating equilibrium and it is a candidate if and only if $c-a \leq \frac{v^2}{8k_L}$.

Combining the results under Cases 1 and 2 above, it is easy to verify that, when both $p_H = p_H^{\text{MM}}$ and $p_H = p_{L,H}^A - \epsilon$ are parts of to a separating PBE, $\Pi_M(H,p_{L,H}^A - \epsilon,H) > \Pi_M(H,p_H^{\text{MM}},H)$, i.e. the PBE with $p_H = p_{L,H}^A - \epsilon$ is the least costly PBE, corresponding to Statement 2 in Proposition B.2. When only $p_H = p_H^{\text{MM}}$ is part of a separating PBE, it corresponds to Statement 3 in Proposition B.2. Finally, when neither forms a PBE, no separating PBE exists, corresponding to Statement 4 in Proposition B.2. \qed
Proof of Proposition B.3. We consider two scenarios.

First, for $c - a \leq \frac{v^2}{8kW}$, we can verify that $p^*_W$ satisfies (18) in Lemma 3, and hence is part of a pooling PBE. Furthermore, note that $p^*_W = \arg \max_p \Pi_M(\tau, p, W)$ for $\tau = H, L$. Therefore, among all potential pooling prices, $p^*_W$ achieves the highest payoff for the manufacturer and hence corresponds to the Pareto-dominant pooling equilibrium.

Second, for $c - a > \frac{v^2}{8kW}$, note from (17) that the bank only lends to a supplier that it believes is a weighted-average one if $p_W \geq \sqrt{8kW(c-a)}$. This means that for $c - a > \frac{v^2}{8kW}$, $p_W > v$, which is clearly not economical for the manufacturer. Therefore, no pooling equilibrium exists. □

Proof of Corollary B.1. According to Proposition 3, we can see that in Regions CL, SA, and N, the inefficient supplier receives the same contract under symmetric or asymmetric information. Therefore, both the manufacturer’s and the supplier’s payoffs are identical under the symmetric and asymmetric information case.

Next, in Region P, we can verify that $\Pi_M(L, p^*_W, W) > \Pi_M(L, p^*_L, L)$, and hence, information asymmetry benefits the manufacturer when the supplier is inefficient.

Finally, for the inefficient supplier’s payoff under asymmetric information, $\Pi_S(L, p^*_W, W)$, we have:

$$\Pi_S(L, p^*_W, W) = e_L(p^*_W, i_{B,W})[p^*_W - (1 + i_{B,W})c] - \frac{1}{2}e_L(p^*_W, i_{B,W})a - k_L e_L(p^*_W, i_{B,W})^2 \quad (34)$$

$$= k_L e_L(p^*_W, i_{B,W})^2 - a, \quad (35)$$

where $p^*_W = \frac{v}{2} + \frac{4kW(c-a)}{v}$, and

$$i_{B,W} = \frac{p^*_W - \sqrt{(p^*_W)^2 - 8kW(c-a)}}{2c} + \frac{a}{c} - 1, \quad (36)$$

and

$$e_L(p^*_W, i_{B,W}) = \frac{p^*_W - (1 + i_{B,W})c + a}{2k_L} = \frac{p^*_W + \sqrt{(p^*_W)^2 - 8kW(c-a)}}{4k_L} = \frac{v}{4k_L} \quad (37)$$

Substituting these quantities into (34), we have $\Pi_S(L, p^*_W, W) = \frac{v^2}{16k_L} - a$, which equals to the supplier’s payoff under the symmetric information case when he can secure financing, i.e., $c - a \leq \frac{v^2}{8k_L}$.

On their other hand, for $c - a > \frac{v^2}{8k_L}$ (the right part of Region P), the supplier’s payoff is 0 under symmetric information as he cannot secure financing. Thus, his payoff under symmetric information is lower than that under asymmetric information, as desired. □
Appendix C: The impact of the supplier’s reservation payoff

In the main body of the paper, for expositional brevity, we have normalized the supplier’s reservation payoff to zero. In this Appendix, we relax this assumption by generalizing the supplier’s reservation payoff, which is denoted as $\pi_o^S$, to be an arbitrary positive number. Aligned with Assumption 1, we make the following technical assumption.

Assumption 3. $0 \leq a \leq c \leq \frac{v^2}{4k} - \pi_o^S$.

Note that according to Lemma 1, $\frac{v^2}{4k} - c$ is the centralized supply chain’s payoff. Clearly, if the supplier’s reservation payoff is greater than the chain profit, the supply chain transaction will never occur. In what follows, we show that, after generalizing the supplier’s reservation payoff from 0 to a positive value ($\pi_o^S$), the main structure in Propositions 1 and 2 continues to hold, and the main insights under the asymmetric information case are expected to hold as well.

C.1. The impact of $\pi_o^S$ on POF

Similar to the analysis in Section 3, we start with the supplier’s payoff function, which is bounded by his reservation payoff $\pi_o^S$:

$$\Pi_S = \epsilon[p - (1 + i_B)c] - (1 - \epsilon) a - ke^2 \geq \pi_o^S. \tag{38}$$

Facing $i_B$ and $p$, the supplier solves for the optimal $\epsilon$, which follows:

$$\epsilon = \frac{p - (1 + i_B)c + a}{2k} \tag{39}$$

which is identical to (3) in Section 3. Substituting this into the supplier’s payoff function above, the supplier only accepts the contract when

$$\frac{[p - (1 + i_B)c + a]^2}{4k} - a \geq \pi_o^S. \tag{40}$$

or equivalently,

$$p \geq (1 + i_B)c - a + 2\sqrt{k(a + \pi_o^S)}. \tag{41}$$

For the bank to break-even, i.e., $\epsilon[(1 + i_B)c] + (1 - \epsilon)a = c$, using the equilibrium effort level $\epsilon$, we should have:

$$i_B(p) = \frac{p - \sqrt{p^2 - 8k(c - a)}}{2c} + \frac{a}{c} - 1. \tag{42}$$

which is the same as (6). Thus, (7) also continues to hold. Substituting that into the supplier’s acceptance constraint above, we have:

$$p + \sqrt{p^2 - 8k(c - a)} \geq 4\sqrt{k(a + \pi_o^S)}, \tag{43}$$

which is the new joint acceptance constraint. The manufacturer’s expected payoff subject to the above constraint is:

$$\Pi_M = \frac{p + \sqrt{p^2 - 8k(c - a)}}{4k} (v - p) \cdot 1 \left\{ p + \sqrt{p^2 - 8k(c - a)} \geq 4\sqrt{k(a + \pi_o^S)} \right\}. \tag{44}$$

By solving for the contract price $p$ that maximizes $\Pi_M$, we have the following proposition.
Proposition C.1 When the supplier’s reservation payoff is $\pi_S^o$, the optimal sourcing contract $p^S$ under POF and the corresponding equilibrium outcomes are as follows.

1. When $a > \max\left(\frac{c^2}{8k}, \frac{\sqrt{b^2-4k(c+\pi_S^o)}}{2k} - (c + 2\pi_S^o)\right)$, the manufacturer offers $p^S = \frac{1}{a + \pi_S^o}(c + a + 2\pi_S^o)$, the bank lends to the supplier at interest rate $i_B = \frac{7 - 4k(c + \pi_S^o)}{c - a}$, and the equilibrium delivery probability $e^S = \sqrt{a + \pi_S^o - k}$. The manufacturer’s payoff is $\Pi_M^S = v\sqrt{a + \pi_S^o - k} - (c + a + 2\pi_S^o)$, and the supplier’s payoff is $\Pi_S^S = \pi_S^o$.

2. When $a \in \left[c - \frac{\sqrt{b^2 - 4k(c + \pi_S^o)}}{2k}, \frac{c^2}{8k} - \pi_S^o\right]$, the manufacturer offers $p^S = \frac{\sqrt{b^2 - 4k(c + \pi_S^o)}}{2k}$, the bank lends to the supplier at interest rate $i_B = \frac{4k(c - a)}{c}$, and the equilibrium delivery probability $e^S = \frac{\sqrt{b^2 - 4k(c + \pi_S^o)}}{2k}$. Also, $\Pi_M^S = \frac{c^2}{8k} - (c - a)$ and $\Pi_S^S = \frac{c^2}{8k} - 2k - a$.

3. When $a < \max\left(c - \frac{\sqrt{b^2 - 4k(c + \pi_S^o)}}{2k}, \frac{c^2}{8k} - \pi_S^o\right)$, the manufacturer does not source from the supplier ($p^S = 0$, $i_B = \infty$, $e^S = 0$), and $\Pi_M^S = \Pi_S^S = 0$.

Figure 6 Illustration of different regions under the optimal POF contract under the supplier’s reservation payoff $\pi_S^o$.

Proposition C.1 is illustrated in Figure 6. In comparison, Proposition C.1 (and Figure 6) are analogous to Proposition 1 (and Figure 2). As shown, while the presence of the supplier’s reservation payoff $\pi_S^o$ changes the boundaries of the three regions summarized in the proposition, the relative positions and the economic intuition of these regions remain the same as in Proposition 1. In addition, we can show that the impact of the supplier’s operational efficiency, $k$, which is a focus of our paper, on contract prices and supply chain performance (Corollary 1 in Section 3) continues to hold.

C.2. The impact of $\pi_S^o$ on BDF

In the presence of a general non-zero supplier reservation profit, the analysis under the BDF scheme is similar to the above, and hence we omit the details in derivation and directly present the results in the following proposition, which is analogous to Proposition 2 in Section 4.
**Proposition C.2** When the supplier’s reservation payoff is \(\pi^*_S\), the optimal sourcing contract \((p^B, i^*_M)\) under BDF and the corresponding equilibrium outcomes are as follows.

1. When \(a \geq \max\left(\frac{c^2}{16k} - \frac{\pi^*_S}{2}, \frac{c^2 - \sqrt{c^2 - 4k(c + \pi^*_S)}}{2k} - (c + 2\pi^*_S)\right)\), \((p^B, i^*_M)\) is optimal if and only if \(p^B - (1 + i^*_M)c = 2\sqrt{k(a + \pi^*_S)} - a\).
2. When \(a \in \left[c - \frac{c^2}{16k}, \frac{c^2 - \sqrt{c^2 - 4k(c + \pi^*_S)}}{2k} - (c + 2\pi^*_S)\right]\), \((p^B, i^*_M)\) is optimal if and only if \(p^B - (1 + i^*_M)c = \frac{2}{3} - a\).
3. When \(a < \min\left(\frac{c^2}{16k}, \frac{c^2 - \sqrt{c^2 - 4k(c + \pi^*_S)}}{2k} - (c + 2\pi^*_S)\right)\), the manufacturer does not source from the supplier \((p^S = 0, i^*_M = \infty, e^S = 0)\), and \(\Pi^S_M = \Pi^S_S = 0\).

For all three cases, the equilibrium delivery probability \(p^B\) and the manufacturer’s and supplier’s payoffs \((\Pi^B_M, \Pi^B_S)\) associated with the optimal BDF contract \((p^B, i^*_M)\) are identical to their counterparts under POF, as presented in Proposition C.1.

As shown, the equivalence between POF and BDF in terms of supply chain performance, as well as the additional flexibility under BDF, remains valid in the presence of the general reservation payoff.

**C.3. Discussions on the impact of \(\pi^*_S\) under asymmetric information**

Combining the above results on the impact of the supplier’s reservation payoff \(\pi^*_S\) on POF and the economic rationale behind the signaling results as presented in Section 5, we explain the expected results under signaling with the supplier’s reservation payoff \(\pi^*_S\) as follows.

1. When \(a\) is high (Region I in Figure 6 for \(k = k_L\), facing the contract offered to an efficient supplier, \(p^S\_E\), the inefficient supplier’s payoff will be lower than his outside option. Thus, in this region, the stable dominant equilibrium under the signaling model should remain to be a costless separating PBE, as shown in Region CL in Figure 3.

2. When \(a\) is low but \(c\) is also low (Region II in Figure 6 when \(k = k_L\)), the supply chain performance and the sourcing contract are independent of \(\pi^*_S\). Therefore, the results in Proposition 3 in Section 5 should continue to hold. Specifically, when \(a\) is not very low, the relevant region is SA in Figure 3, i.e., the manufacturer signals the supplier’s operational efficiency to the bank at a cost. When \(a\) is extremely low, the manufacturer adopts the equilibrium and the bank takes both types of suppliers as the average type (Region P in Figure 3).

3. When \(a\) is low and \(c\) is high (the right part of Region II in Figure 6 when \(k = k_H\)), similar to Statement 4 in Proposition 3, the bank is not willing to lend to an “average” supplier and hence POF is not viable – corresponding to Region N in Figure 3.

As explained above, we expect that the main insights highlighted in Section 5 would remain valid when allowing the supplier to have a general reservation payoff.

**C.4. Proofs**

**Proof of Proposition C.1.** Similar to the proof of Proposition 1, we prove this result using \(e\) as the decision variable (instead of \(p\)). First, we express \(p\) as a function of \(e\): \(p = 2ke + \frac{\pi^*_S}{e}\). So the bank lending constraint \(p^2 \geq 8k(c - a)\) is always satisfied, and the supplier’s participation constraint \(p + \sqrt{p^2 - 8k(c - a)} \geq 4\sqrt{k(a + \pi^*_S)}\) becomes:

\[
e \geq \sqrt{\frac{a + \pi^*_S}{k}}.
\]
The unconstrained optima, on the other hand, is \( e = \frac{v}{4k} \). Comparing the two different cases, we can see that the unconstrained optima is only feasible if \( \frac{v}{4k} \geq \sqrt{\frac{a + \pi_S}{k}} \), or equivalently,

\[
a \leq \frac{v^2}{16k} - \pi_S^*.
\]  (46)

Now consider two cases based on whether the above condition is satisfied (and equivalently, which solution \( e \) is relevant).

1. For \( a \leq \frac{v^2}{16k} - \pi_S^* \), \( e = \frac{v}{4k} \) is relevant. In this region, for \( \Pi_M \geq 0 \), or equivalently, \( p \leq v \), the necessary and sufficient condition is:

\[
a \leq c - \frac{v^2}{8k}. \]  (47)

2. For \( a > \frac{v^2}{16k} - \pi_S^* \), the boundary solution \( e = \sqrt{\frac{a + \pi_S}{k}} \) is relevant. In this region, \( \Pi_M \geq 0 \) if and only if:

\[
a \leq \frac{v^2 - v \sqrt{v^2 - 4k(c + \pi_S^*)}}{2k} - (c + 2\pi_S^*). \]  (48)

Rearranging the above two scenarios leads to the three cases presented in the Proposition. The contract price \( p^S \), interest rate \( i_B^S \), and the payoffs \( \Pi_S^S \) and \( \Pi_M^S \) follow immediately. □

Proof of Proposition C.2. The proof is similar to that of Propositions 2 and C.1, and the details are omitted here. □
Appendix D: The supplier’s choice of asset level $a$ in the presence of supplier selection/qualification.

In the main body of the paper, we focus on the contracting game when the manufacturer has already decided to work with the supplier (i.e., the supplier is selected and qualified), and is setting the contract term for a specific purchase order. Consistent with this operational focus, we assume the supplier’s asset level $a$ is exogenously given. However, if we extend the scope of the supply chain interaction to a longer horizon, two new decisions may arise.

1. The supplier, with an endowed asset level, may have the flexibility to adjust his asset level. In other words, he can choose the level of asset to maintain (and declare) before approaching to the manufacturer.

2. Before the contracting stage, the manufacturer needs to choose from among multiple suppliers, and the chosen supplier needs to be qualified before entering the contracting stage. The qualification process includes auditing the supplier’s operational capability and financial strength. The supplier can only receive a purchase order once he is qualified.

In this appendix, we extend the model in our paper by incorporating both features, and we show that under some reasonable conditions, the supplier has the incentive to maintain (and declare) his entire endowed asset.

Figure 7 Sequence of events under POF when the manufacturer needs to decide the level of asset to maintain.

The sequence of events of the augmented model is illustrated in Figure 7. As shown, in the qualification stage, the supplier with endowed asset level $a$ first decides the level of asset to keep (and declare) before approaching the manufacturer for qualification. Let the asset level he decides to keep be $a' \in [0, a]$. Facing $a'$, the manufacturer qualifies the supplier with probability $\phi(a') \in [0, 1]$. $\phi(a')$ can be seen as a reduced form expression that captures supplier market competition. Once qualified, the supplier is under contractual obligation to maintain this asset level. In addition, as shown in Lemma B.1, knowing $a'$, the manufacturer can use the contract price $p$ to incentivize the supplier to pledge all of his asset as collateral.

Further, in addition to the monetary payoff that the supplier receives through the purchase order, i.e., $\Pi^S(a)$, which is similar to what is characterized in Proposition 1 or Proposition C.1 (depending on whether

---

16 Quality management standard such as ISO 9001 commonly include suppliers’ machine details, creditworthiness, etc. as part of supplier audit. See [http://www.iso9001help.co.uk/741.html](http://www.iso9001help.co.uk/741.html) as an example.
the supplier’s reservation payoff is normalized to zero or not), the supplier may also gains other non-monetary benefit by working with the manufacturer, such as reputation, acquiring new technique/knowledge, etc. Let the benefit be $B \geq 0$. Although $B$ does not influence his effort level after entering the contract, it should be taken consideration when the supplier is in the qualification stage. Therefore, when deciding the asset level to maintain before qualification, the supplier solves the following optimization problem:

$$\max_{a' \in [0,a]} \phi(a') [B + \Pi_s^M(a')]$$ (49)

Based on our analyses in Section 3 and Appendix C, $\Pi_s^M(a')$ increases in $a'$. Thus, the manufacturer prefers a supplier with a higher asset level. As such, it is reasonable to assume that $\phi(a')$ increases in $a'$, i.e., the manufacturer is more likely to contract with a supplier with a higher asset level. In essence, this model is similar to Lewis and Sappington (2000), who show that the principal can induce the agents to truthfully reveal their wealth level by assigning a larger probability of being selected to the agent with a higher wealth level.

By analyzing (49), we observe that when $\phi'(\cdot)$ or $B$ is sufficiently large, or when $\Pi_s^M(a')$ does not decrease very quickly in $a'$, it is optimal for the supplier to choose $a' = a$, the highest level of asset available to him. In other words, at the stage that the supplier can decide the asset level to keep, the supplier’s expected payoff increases in his kept asset level $a'$, giving him the incentive to maintain an asset level as high as possible. In other words, during the qualification/selection stage, it is in the supplier’s interest to maintain and declare his endowed asset level $a$ in order to increase the chance to be selected among competing suppliers.